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Abstract

The intermittency and uncertain forecasts of solar irradiation complicate the op-

eration of a solar thermal plant with thermal storage for heat production. In this

work, a rolling horizon Dynamic Real-Time Optimization (DRTO) methodology

is proposed to determine the economic optimal operation of a non-concentrating

solar thermal plant for low temperature heat production, using a planning phase

to improve storage management. The methodology is tested online on a detailed

simulation model representing a large-scale solar thermal plant in case studies,

using variable heat demand and real data for the weather forecasts and mea-

surements. It was shown that DRTO performs better than offline Dynamic

Optimization thanks to the use of updated weather forecasts and the regular

re-initialization of the system state using measurements. An increase up to 57%

in supplied energy and a decrease up to 35% in operating costs were achieved

with DRTO compared to DO. Guidelines on the best storage management pol-

icy at the DRTO level, using the planning phase, are formulated. While storing

the maximum energy possible for later use is the best option when overheating

is not a risk, following the planned storage state helps to prevent overheating

when the solar irradiation is high and the heat demand low.
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Nomenclature

Abbreviations

CSP Concentrated Solar Power

DAE Differential Algebraic Equation

DHN District Heating Network

DO Dynamic Optimization

DRTO Dynamic Real-Time Optimization

DRTO E DRTO Economic

DRTO M DRTO Maximum

DRTO P DRTO Planning

GHI Global Horizontal Irradiance [W.m−2]

MAPE Mean Absolute Percentage Error

MPC Model Predictive Control

NLP Nonlinear Programming

NTU Number of Transfer Units

OCFE Orthogonal Collocation on Finite Elements

ODE Ordinary Differential Equation

OF Objective Function

OFeco Economic Objective Function [e]
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PDE Partial Differential Equation

PID Proportional Derivative Integral

RTO Real-Time Optimization

TES Thermal Energy Storage

Greek Symbols

β Scalar characterizing the steepness of the sigmoid function

∆z Height of a discretization layer in the storage tank [m]

δ Threshold for the sigmoid function

γvar Weight on the penalty term to smooth the flow rates trajec-

tories

λ Scalar used in a soft constraint

ω Weight on the storage state tracking term

Φvar Penalty term to smooth the flow rates trajectories

ρ Fluid density [kg.m−3]

Subscripts and superscripts

amb Ambient

cold Cold side of a heat exchanger

consumer Consumer stream

demand Heat demand

elec Electric

hot Hot side of a heat exchanger

HX Heat Exchanger
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in Inlet of the element

mean Mean value

out Outlet of the element

s Storage

SF Solar Field

Latin Symbols

ṁ Mass flow rate [kg.s−1]

Ṗ Power [W ]

Q̇ Heat flow [W ]

A Area [m2]

Cp Fluid heat capacity [J.kg−1.K−1]

Ctot Total operating costs (electricity and gas) for a simulation [e]

E Energy [MWh]

Estock final Energy stored in the storage tank at the end of the simulation

[MWh]

Estored Energy stored in the storage tank [MWh]

Esupplied Energy supplied to the consumer [MWh]

ElecPrice Price of electricity [e/MWh]

GasPrice Price of gas [e/MWh]

HeatPrice Price of heat [e/MWh]

k Fluid thermal conductivity [W.m−1.K−1]

M Fixed scalar used in inequalities representing discontinuities
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N Number of discretization layers in the storage tank

P Perimeter [m]

Rth Thermal resistance [K.W−1]

Sl Lateral surface of a tank layer [m2]

T Temperature [◦C]

t Time [s]

U Overall heat transfer coefficient [W.m−2.K−1]

z Tank height from the bottom of the tank [m]

1. Introduction

The energy transition is necessary to mitigate climate change and keep the

global warning below 2◦C as aimed by the Paris agreements [1]. Heat represents

more than 50% of the final energy consumption in the world, and its produc-

tion mostly relies on fossil fuels nowadays [2]. Therefore, increasing the part

of renewable heat is crucial to achieve the energy transition objectives fixed

worldwide and locally. For example, in Europe, the Revised Renewable Energy

Directive [3] targets an increase of 1.3% per year in the share of renewable en-

ergy in the heating and cooling sectors for each state member. Solar thermal

energy represents a good alternative to fossil fuels for the production of heat,

especially at low temperatures. Indeed, it uses a renewable source of energy,

the sun irradiation, to produce heat without direct CO2 emissions [4].

1.1. Solar thermal plant potential and challenges

In this work, non-concentrating solar thermal plants are considered, which

are used for low temperature heat production (< 100◦C [5]). The heat can be

supplied to district heating networks for domestic use or to industries requiring

low temperature heat such as the food and beverage industries [6]. The use of
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the existing solar thermal systems for heat production in 2020 led to savings of

43.8 million tons of oil corresponding to 141.3 million tons of CO2 emissions,

according to the annual report from the International Energy Agency [7]. This

shows that using solar thermal energy instead of fossil fuels for heat production is

a promising alternative to achieve the necessary energy transition. The challenge

with solar thermal energy is its intermittency, with daily and seasonal variations,

that are difficult to predict accurately. Moreover, the heat demand is also

variable in most cases. In order to decouple the solar heat production from the

heat consumption, Thermal Energy Storage (TES) is used. In a low temperature

solar thermal plant, the most common daily storage technology is the stratified

water tank, because of its low cost and simplicity [4], and was chosen in this

study. The association of the solar field and the TES makes the operation

of the solar thermal plant complex. Indeed, there are different operational

modes: direct supply of the solar heat, charge or discharge of the storage tank

or shut down of heat supply if there is no solar heat available. Optimization

methodologies appear particularly promising for the operation of solar thermal

plants because of their various degrees of freedom.

1.2. State of the art on solar thermal plant optimal operation

The design of a solar thermal plant, such as the solar collectors total area

and storage tank capacity, can be optimized to minimize the investment cost

while satisfying the heat demand when using standard operating strategies. For

example, the design of a solar thermal plant supplying heat to a District Heating

Network (DHN) has been optimized in ([8], [9] and [10]), while similar work was

conducted in ([11] and [12]) with solar heat for industrial processes. For a

correctly designed system, the optimization of the operation can also improve

performances of the solar thermal plant. For example, Krause et al. showed

a reduction of 0.6% in the cost of solar heat thanks to dynamic optimization

of the operation of a well-designed system [13]. Although the improvement

seems small, given the large cost of a solar thermal plant, it can still lead to

important savings, making solar heat more competitive against fossil fuels [14].
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The optimization of the transient operation of a solar thermal plant is the focus

of the present paper.

The operation of a system can be decomposed into several hierarchical layers,

as shown in Figure 1.

Planning

(Dynamic) Real-Time 
Optimization ((D)RTO)

Model Predictive Control 
(MPC)

Distributed Control 
System (PID, etc.)

Days

Time scales

Hours

Minutes

Seconds

Figure 1: Hierarchical structure of control and decision making in a plant(adapted from [15])

The bottom layer corresponds to the distributed regulatory control. It is

always present in a solar thermal plant and is usually the only layer used, with

the operation determined by logic rules which are tracked by basic controllers

such as Proportional Integral Derivative (PID) [14]. Nevertheless, a solar ther-

mal plant is a complex system, showing highly nonlinear behavior, undergoing

variable energy source and demand, and composed of elements with various

dynamics. Thus, advanced multivariable controllers, such as Model Predictive

Control (MPC), which constitute the second bottom layer in Figure 1, are more

suitable to such systems and have been the focus of many works, as summarized

in [16]. The advanced controllers developed recently show better uncertainty

handling and stability, as shown in [17] for example, but are still used to follow

the logic control rules to operate the solar thermal plant. An example of such
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control rules is to maintain a constant temperature at the outlet of the solar

field. It has been shown in [18] that allowing a variable outlet temperature could

reduce the dumping of solar energy when the solar irradiation is not high enough

to reach the target temperature but still allows the production of valuable solar

heat.

Thus, replacing the logic control rules by optimized trajectories can improve

the solar thermal plant operation. Trajectories are here defined as transient

set points, with a value at each discretization point chosen, to be tracked by

controllers. A first possibility is to integrate an economic objective into the

controllers, as introduced by [19]. Instead of tracking trajectories determined

by heuristics, the advanced Model Predictive Controller (MPC) minimizes the

operational cost of the solar thermal plant. This has been applied to solar sys-

tems in [20] and [21] for instance, to reduce the need of auxiliary energy to

satisfy the demand. Although the performances of the solar systems were im-

proved in these two studies, the methodology presents a major drawback: the

computational time of the economic optimization has to be shorter than the

control sampling time. Thus, a short time horizon is required, along important

simplifying assumptions in the control model. This can deteriorate the solar

thermal plant operation, especially the storage management policy which re-

quires a longer term strategic vision [22]. Decoupling the control task and the

economic optimization might help to overcome these challenges. The economic

optimization can be done in the top layer in the hierarchical optimal operation

of a system (Figure 1), which is planning, an economic Dynamic Optimization

(DO) using a longer time horizon. DO has been studied in [23] and optimal tra-

jectories for all the flow rates in the different parts of a non-concentrating solar

thermal plant were determined. Weather forecasts were used to plan the opera-

tion. Thanks to this methodology, the operating costs of the plant were reduced

by 2.1%, mostly thanks to a decrease in pumping power. In [24], the energy mix

of a solar DHN was optimized and an increased share of renewable energy was

obtained. However, the solar thermal plant used was not modeled precisely. Dy-

namic optimization has been more often studied for Concentrated Solar Power

8



(CSP) plants. In this case, the solar heat produced is at a temperature high

enough for electricity generation and TES is used to shift the electricity produc-

tion depending on the demand and the variable electricity price throughout the

day. The optimal operation of a CSP plant was determined a day ahead using

weather and electricity price forecasts in ([25], [26] and [27]) with increased rev-

enues from electricity selling. Similarly, the backup fossil fuel consumption of

a hybrid gas and solar power plant was reduced with DO in some studies ([28],

[29], [30], [31]). All these works improved the solar thermal plant operation with

DO, using forecasts. However, the methodology was not tested on a real system

undergoing actual environmental conditions which might differ from the uncer-

tain forecasts. The optimal operation determined offline, without adaptations

to the actual conditions, can become sub-optimal and the controllers might even

fail to track the optimal trajectories if the real-time values differ too much from

the forecasts. An intermediate level in the hierarchical operation of a system

between control and planning is Real-Time Optimization (RTO), see Figure 1.

This layer adapts the optimal operation to the current disturbances, measured

on the plant along the state of the system, and passes the optimal trajectories

to the controllers of the plant. For dynamic systems, Dynamic RTO (DRTO)

can be applied [32]. This is more suitable for solar thermal plants with TES

since the elements in the plant have various dynamics preventing the system to

ever reach steady-state. DRTO has been widely studied in the last decades for

various processes such as a batch reactor [33], a waste water treatment system

[34] or a house heating system with storage [35]. In all of these applications,

the optimization methodology needs to adapt to disturbances (for example the

outdoor temperature and the energy price in [35]) while minimizing the oper-

ating cost. DRTO has recently been applied to the solar field of a CSP plant

in [36]. Only the flow rate in the solar field was optimized, and no storage

was included in the study. But it showed promising performances, with a good

uncertainty handling. In another study, the flow rate between a short term and

a long term storages in a solar DHN system was optimized in real-time, using

weather forecasts and a rolling time horizon of 48 hours, for a year [37]. To

9



implement the economic optimization in real-time, several simplifications were

made: the flow rate is discretized in blocks of 4 hours with a single value and

a simple nonlinear model is used. The methodology led to a reduction in elec-

tricity consumption of the pumps and thus to lower operating costs. These last

two studies had only one flow rate in the solar thermal plant as optimization

variable. To optimize the operation of a complete solar thermal plant including

thermal storage in real-time, the time horizon should be reduced. However, this

would deteriorate the storage management policy, which needs a longer term

strategic vision. Hence, it might be better to decompose the optimization in

two hierarchical levels to improve storage management [22], by using planning

to send information to the DRTO level, as shown in Figure 1. In [38], a hier-

archical optimization methodology was applied to a solar thermal plant. The

upper level is a planning phase, used for storage management, benefiting from

a longer term strategic vision and using weather forecasts. The planned stored

energy is passed to a DRTO level optimizing the flow rates in the different parts

of the plant. The DRTO objective function is to minimize the operating costs

of heat production in real-time while tracking the storage state determined dur-

ing planning. This methodology has been tested in a simple case study with

artificial disturbances and constant heat demand, over only one day, using a

shrinking time horizon for the DRTO. The methodology showed improved per-

formances (lower operating costs, increase in solar share) for the solar thermal

plant compared to DO, without deteriorating the storage management policy

significantly. This is, to the best of our knowledge, the only study where the

DRTO of a complete solar thermal plant with storage was investigated.

1.3. Paper contributions and organization

This literature review, which is presented in more details in [39], shows a

lack of studies focusing on the DRTO of a complete solar thermal plant. The

present paper aims at continuing the work conducted in [38] by applying the

DRTO methodology with storage management to a more realistic case study.

The main objective of this study is to determine the best way to integrate storage
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management in the DRTO objective function for different scenarios. Hereafter

are some new features of the research conducted in this paper:

� All independent flow rates in the different parts of the plant are optimiza-

tion variables, with a value at each time discretization point.

� A variable daily heat demand is considered.

� Real data are used for the weather forecasts and disturbances, allowing a

realistic online testing of the methodology.

� The method is tested in simulations over 96 hours.

� A planning phase is used for storage management.

� A rolling time horizon of 12 hours is used for the DRTO.

The remaining parts of the paper are organized as follows. Section 2 presents

the solar thermal plant considered and its numerical model. Section 3 presents

the input data used in the methodology. Section 4 explains the hierarchical

optimization methodology developed. Section 5 details the case studies used to

test the methodology. Section 6 presents the results obtained for the various case

studies and analyzes the storage management strategies for each case. Finally,

Section 7 provides some guidelines regarding storage management in a DRTO

methodology for a solar thermal plant. It also gives some perspectives for future

work.

2. Solar thermal plant description and modeling

2.1. Presentation of the system studied

The solar thermal plant layout considered in this work is presented in Figure

2. It corresponds to the initial design of a solar thermal plant provided by our

industrial partner NEWHEAT, French specialist of large-scale solar thermal

plants (https://newheat.com/en/).

Here are the main elements of the plant and their typical operation strategies:
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� Production loop

– Solar field made of 15 loops with 12 flat-plate collectors each, repre-

senting a total area of 2873m2.

– Fluid composed of 70% of water and 30% of glycol.

– Recirculation loop accelerates the warm-up phase of the solar circuit

by by-passing heat exchanger 1.

– Standard operation: operation of the solar field operation starts when

the solar irradiation exceeds a threshold, 200W.m−2 for instance.

Once warmed-up, the outlet temperature of the solar field is main-

tained constant by adjusting the flow rate.

� Secondary circuit

– Storage tank: stratified water tank of 500m3.

– Fluid: water.

– Dilution possible before heat exchanger 2 to avoid exceeding heat

demand.

– Standard operation: the storage tank is by-passed when the heat

production and consumption coincide, any excess heat is charged,

and as soon as the heat demand cannot be met, the storage tank is

discharged.

� Consumer loop

– Consumer gas backup burner

– Ensures heat demand is met, by raising the consumer stream tem-

perature to the target temperature after collection of solar heat.

– Gas consumption participates to operating costs.

� Heat exchangers

– 2 heat exchangers to connect the circuits.

12



– Plate heat exchangers (common choice for low temperatures because

of their compactness, efficiency and adaptability [40]) made of 97

plates of 1.5m2 each.

– Standard operation: equality of calorific fluxes ṁCp in both sides of

heat exchanger.

� Variable speed pumps

� Three-way valves

Sensible
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Storage 
Tank
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2873m²
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burner
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Figure 2: Architecture of the solar thermal plant

As explained above, there are different operational modes in the solar ther-

mal plant depending on the storage utilization (charge, discharge, by-pass) and

the temperature adjustment through the recirculation pipe and dilution pipe.

Thus, the solar thermal plant operation presents various degrees of freedom

which is promising for optimization. Replacing the logic rules detailed previ-

ously by an optimal operation might improve the solar thermal plant operation

by extending the supply of solar heat for example.

2.2. Modeling of the solar thermal plant

The solar thermal plant undergoes variations in both the energy source and

the heat demand. Thus, the system is intrinsically dynamic. Moreover, the char-

acteristic times of the elements of the system are different: the solar irradiation

varies rapidly while the storage state varies on a slow time scale. Therefore,

13



we chose a transient model to represent the solar thermal plant. Furthermore,

nonlinear phenomena take place in the system. For instance, both the energy

transferred and the temperature level of that energy are important to character-

ize the solar thermal plant operation. Hence, temperature and flow rates appear

together in power terms. Linearization of the model would be difficult because

there are several operating points [14]. Thus, the model chosen is nonlinear.

The model used was originally developed in [23]. An experimental validation

of the models was also conducted in the above mentioned paper, using data

from a real solar thermal plant in operation. A few changes have been made to

the original model, in the solar field and the storage tank, and are detailed in

[38]. The optimization methodology developed is for a real-time application so

it requires a real system to test it. In this work, the method will be tested on a

detailed simulation model set up to represent the real unit. Therefore, both a

detailed model and a simplified model for optimization are required. Both mod-

els were developed and described in [38]. The main assumptions and equations

used for each element of the solar thermal plant are reminded in Appendix A.

There is one difference between the model presented in [38] and the model

in the present paper: the spatial discretization scheme used for the storage tank

in the simulation model has been replaced by Orthogonal Collocation on Finite

Elements (OCFE). Indeed, OCFE ensures a better accuracy in reduced compu-

tational times in this case [41]. Hence, two 1D models for the storage tank are

used in this paper. Firstly, a model involving finite volume discretization over

10 computational cells, which neglects natural convection, and which is used

for optimization purposes. The second model is based on spatial discretization

using OCFE, with 15 elements composed of 25 collocation points, and is used

as a representation of the real system in the ”simulation model”. Temperature

inversions are corrected regularly. These differences in modeling are representa-

tive of a real application since the optimization model cannot perfectly represent

the real system. Thus, it is appropriate to test the DRTO methodology using a

simplified model for optimization and a detailed model for simulating the real

system behavior. However, these differences in modeling should be kept in mind
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for the analysis of the case study results.

3. Input data

The heat demand and the weather forecasts are the inputs of the optimiza-

tion problem. The methodology is applied to a detailed simulation model rep-

resenting the real plant, which undergoes the real weather and heat demand.

Our methodology will be tested in a realistic case study and the environmental

conditions are real values for the city of Trappes (78), France (coordinates: 48°

46’ 39.0000” N, 2° 0’ 9.0000” E).

3.1. Weather data

The four parameters used in our model are the following: the Global Hor-

izontal Irradiance (GHI), the Direct Normal Irradiance (DNI), which are both

used to compute the solar energy collected in the solar field, the ambient tem-

perature and the wind speed, which are used to calculate the heat losses in the

different parts of the solar thermal plant, with the global heat transfer coeffi-

cient depending on the wind speed. As explained in Section 1, weather forecasts

are useful to plan the optimal solar thermal plant operation ahead of time. The

actual measurements of the environmental conditions might differ from the fore-

casted values and that will impact the actual plant operation. Both forecasted

and measured hourly values for the four parameters of interest at the chosen

location were provided by Météo-France (https://meteofrance.fr/) for the

whole year of 2021. The weather forecasts are obtained thanks to Météo-France’s

ARPEGE model with a new run every 6 hours, providing updated forecasts.

The time horizon of the forecasts is up to 103 hours. These forecasted values

will be used in the optimization algorithm to compute the optimal operation

of the solar thermal plant. The same 4 parameters of interest are measured

with a meteorological station in Trappes. These measurements are public data

available on request on the following website https://publitheque.meteo.fr/

okapi/accueil/okapiWebPubli/index.jsp. These measurements will be used
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to represent the actual solar thermal plant operation and will allow the testing

of our methodology.

3.2. Heat demand

The heat consumer considered is a DHN, that could supply heat to various

industrial, commercial and residential buildings [42]. Inside the buildings, heat

is mostly used for space heating in winter and domestic hot water. Hence, the

consumer demand varies seasonally but also daily. Since it is not easy to acquire

public data on a DHN heat consumption, the heat demand will be artificially

constructed. To simplify this study, an averaged daily heat demand profile was

used for every day of the year considered, based on the profile in [43] for a

residential DHN. In order to build a heat demand profile consistent with the

design of the solar thermal plant, the demand from [43] was adjusted to ensure

the supply of heat during two days relying only on a full storage tank at 80◦C.

The variable daily profile obtained is plotted in Figure 3, with a peak in the

demand around 8am and a lower demand around 4pm.
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Figure 3: Heat demand profile for a day

We chose a simplified representation of a DHN heat demand, considering a

variable flow rate on the consumer side of Heat Exchanger 2 ṁconsumer but fixed

inlet temperature and target temperature. In a real system, both temperatures

also vary. The return temperature of the DHN, which enters Heat Exchanger
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2 on the consumer side in Figure 2, is fixed: T inconsumer = 55◦C. The target

temperature is also fixed: Tdemand = 65◦C. The variable flow rate ṁconsumer is

computed as follows:

Q̇demand = ṁconsumer ∗ Cp ∗ (Tdemand − T inconsumer) (1)

While ṁconsumer and T inconsumer are both inputs of our model, the temperature

at the outlet of heat exchanger 2 on the consumer side is an output which

will be impacted by the operational strategy of the solar thermal plant. This

temperature should be as close as possible to the target of 65◦C without ever

exceeding it. The gas burner will provide additional heat to reach the target

temperature if necessary.

The heat demand is considered variable but perfectly known in advance in

this work, which means that it will not be affected by any disturbance during

the real-time operation of the solar thermal plant. However, similarly to the un-

certain weather forecast presented in subsection 3.1, an uncertain heat demand

could also be taken into account with our methodology.

4. Optimization methodology

4.1. Two-level algorithm

The objective of our methodology is to determine the optimal flow rate tra-

jectories in the different parts of the plant ensuring the lowest operating costs

and satisfying the heat demand. As explained in Section 1, storage manage-

ment in a solar thermal plant might be improved by decomposing the opti-

mization into two hierarchical levels. In our methodology, the first optimization

layer, called planning, is in charge of determining the best storage manage-

ment policy and the second optimization layer, called DRTO, is in charge of

the optimal operation of the solar thermal plant. The optimization model is

used for both planning and DRTO. Our real-time methodology is tested on a

simulation model, which represents the actual solar thermal plant behavior, as-

suming perfect tracking of the optimal trajectories. The two-layer optimization
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methodology is presented in Figure 4. It corresponds to the two upper levels of

the hierarchical structure of control and decision making in a plant, presented

in Figure 1.

Initial state at 0:00
T=Tamb, Storage half charged

Planning
Optimize flow rates for 103h

Simplified dynamic model, Gams

Simulation for the next 6h
Accurate dynamic model, Matlab

DRTO
Optimize flow rates for 12h

Simplified dynamic model, Gams

Simulation for the next 6h
Accurate dynamic model, Matlab

Evaluate system performances

NO

YES

Flow rates optimal trajectories

Flow rates optimal trajectories

Measured state and disturbances

Weather forecasts

Measured weather

Measured weather

Updated weather 
forecasts

Planned 
storage state

Is the 
simulation of 
96h finished?

Figure 4: Algorithm for the two-level optimization strategy

At the initial time of the simulation, the storage tank is half charged and

all other components of the system are at ambient temperature. At first, the

planning phase is run, with a time horizon of 103 hours corresponding to the

time horizon of the weather forecast. More details on this step are provided

in subsection 4.2. For the next 6 hours, the simulation model will follow the

optimal trajectories for the flow rates determined during the planning phase.

After 6 hours, an updated weather forecast is available, allowing the start of

the real-time adaptation of the optimal operation. After this time, the planning
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phase will only be used for storage management, if needed. A new DRTO is

run every six hours using a new updated forecast and a time horizon of 12

hours, discussed in subsection 6.4. Details on the DRTO step are provided in

subsection 4.3. Between each DRTO run, the behavior of the solar thermal plant

will be simulated using the real weather. At the beginning of the DRTO run,

the actual state of the system, obtained in the simulation model, will be passed

to the optimizer, providing feedback to the DRTO level. The simulation part

of the methodology is presented in subsection 4.4. In a real implementation,

this methodology would be repeated continuously, with a new planning phase

computed regularly, in order to optimize the operation of the solar thermal plant

throughout the year. In this work, the planning phase is only computed once

and the simulation testing the methodology ends after 96 hours because there

is no planned storage state available for the next DRTO.

4.2. Planning

The planning phase is an offline dynamic optimization with an economic

objective function, taking weather forecasts as inputs, following the method

developed in [23]. The degrees of freedom in this optimization are the 6 in-

dependent flow rates in the different parts of the solar thermal plant. The

dynamic model presented in Appendix A is discretized over the whole time

horizon, to transform the Differential Algebraic Equations (DAE) into a system

of pure algebraic equations that will be solved as a NonLinear Programming

(NLP) problem. The time discretization is done with orthogonal collocation

on finite elements, following the method in [44], with elements of 1 hour, each

containing 9 collocation points. This time discretization was found appropri-

ate in [23]. Using this time discretization, the planning phase takes between 2

and 4 hours to converge to an optimal solution on a laptop with the following

characteristics: Intel Core i7-1065G7 1.3GHz. The objective function (OF) to

be minimized is the operating costs of the heat production, which entail the

electricity consumption of the pumps in the solar thermal plant and the gas

consumption of the back up burner. An economic value is given to the stored
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energy at the end of the time horizon since this energy could be used after the

end of the optimization time span, and thus cut down the gas consumption in

the future. In order to obtain smooth optimal trajectories for the flow rates,

reducing pumping effort and aging of the equipment, an additional term Φvar

(explained in [38]) is added to the OF with a weight γvar. This weight is ad-

justed to obtain a good compromise between good economic performances of

the plant and smooth trajectories.The formulation of the dynamic optimization

problem is presented hereafter:

min
free ṁ

OFeco − γvarΦvar,with (2)

OFeco = −GasPrice
∫ tf

0

Q̇gas(t)dt−ElecPrice
∫ tf

0

Ṗelec(t)dt+0.7HeatPrice Estored(t = tf )

(3)

The prices used in the cost objective function are the following: GasPrice =

80e/MWh, ElecPrice = 130e/MWh and HeatPrice = 25e/MWh. These

prices are orders of magnitude that are specific to a location and time (here

France in 2020 [45], [46]) and are here considered constant but could vary

throughout the day. The chosen prices impact the optimal operation of the

solar thermal plant but still allow a general discussion on the preferred opti-

mization strategy for improved storage management. Since the stored energy

will decrease in quality over time before it is supplied to the consumer, due to

heat losses and imperfect heat transfer, a weight of 0.7, which was found to be

appropriate by [23], affects its associated economic benefits.

There are operational constraints in the dynamic optimization problem en-

suring a safe operation:

� T ≤ 95◦C for all temperatures, to avoid overheating and boiling of the

fluid, which would damage the equipment

� The pumps have discontinuous operating modes. The flow rate in each

20



pump is defined as follows by the manufacturer guidelines to prevent aging:

ṁ = 0 (corresponding to the pump turned off)

or

0.3ṁmax ≤ ṁ ≤ ṁmax (corresponding to the pump turned on,

with ṁmax determined by the pump specifications)

Sigmoid functions and Big M formulations are used to represent the dis-

continuous operation, similarly to the example in Appendix A.6.

� T outconsumer ≤ Tdemand forbidding exceeding the target temperature (T outconsumer

is the temperature of the consumer stream after collecting the solar heat)

The solver CONOPT is used in software GAMS to solve the dynamic opti-

mization problem. The trajectories for the flow rates are initialized with stan-

dard operating strategies, ensuring that the local optimum found by CONOPT

can be implemented on the actual solar thermal plant. However, the standard

operating strategies might not always lead to the respect of all the constraints

detailed above. In order to ensure the respect of the constraints and the con-

vergence of the optimization algorithm, the constraints are added progressively.

Here are the four steps leading to an optimal solution:

1. Simulate with standard operating strategies, with an upper bound of

120◦C for all temperatures and no constraint on the heat demand. Here,

there are no degrees of freedom since the flow rates are fixed by the stan-

dard operating strategies, and no objective function.

2. Minimize the overheating at the outlet of the solar field, which is the

warmest zone of the solar thermal plant at the temperature T outSF . This

first optimization is formulated as follows: T outSF ≤ 95 + λoverheating and

the objective function is to minimize the scalar λoverheating.

3. Minimize the heat demand excess. Here, all temperatures are limited to

95◦C and the optimization problem is the following: T outconsumer ≤ 65 +

λdemand and the objective function is to minimize the scalar λdemand.
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4. Minimize the operating costs of the plant, respecting all the operational

constraints.

In the DRTO methodology developed in this work, the planning phase can

provide the storage management policy, in terms of stored energy throughout

time, to the next optimization level. Indeed, the longer time horizon used for

planning allows a better strategic vision for the use of storage.

4.3. DRTO

The DRTO level corresponds to the real-time adaptation of the optimization

methodology, adapting the operational strategy to disturbances and updated

forecasts. Each new DRTO run, performed every 6 hours, retrieves its initial

state from the simulation model (as explained in the next subsection). Thus,

the new optimal operational strategy is adapted to the current situation. In

[47], update frequencies of 24 hours and 6 hours were compared for the optimal

dispatch of a CSP plant and a 5% increase in plant revenue was achieved when

using a frequency of 6 hours. Thus, 6 hours seems appropriate. The DRTO

is an economic dynamic optimization and its formulation is very similar to the

planning phase, using the same model. There are a few differences between the

two optimization layers, which are detailed hereafter. First, the time horizon is

shorter than the planning phase, with the same time discretization. 12 hours are

chosen and this choice is further discussed in subsection 6.4. The time horizon

should be longer than the control horizon to benefit from a better strategic

vision. It also has to be short enough to allow real-time implementation and

ensure that the forecasts used are accurate ([26], [27]). With 12 hours, the

DRTO takes a maximum of 7 minutes to converge (same laptop as the one used

for the planning phase), which is appropriate for a real-time implementation.

The objective function is to minimize the same operating costs, however the

term on the storage utilization might be different. For the DRTO level, three

possibilities will be discussed in Section 6 and are described below:

� DRTO E (purely Economic): excludes storage contribution from the DRTO

objective function.
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� DRTO M (Maximum storage): uses the same approach as in the planning

phase, namely maximizes the stored energy at the end of the DRTO time

horizon.

� DRTO P (following Planning): relies on the planning phase. The aim

of the DRTO level is to adapt the operational strategy to the current

disturbances while trying to follow the plan established previously, based

on weather forecasts and a long term strategic vision. To achieve that,

the OF incorporates a term minimizing the difference between the planned

and the actual stored energies at the end of the DRTO time horizon. An

economic value is given to the non-respect of the plan, by multiplying the

difference by the price of gas and a weight ω = 0.5 adjusted in [38]. This

represents the fact that the energy that should have been stored but which

indeed has not been, will be replaced by gas later. The weight chosen

achieves a good compromise between the tracking of the planned storage

state and the lowest operating costs. This term is written as follows:

ω.GasPrice.|Estored planning(t = tf DRTO)−Estored DRTO(t = tf DRTO)|

(4)

A similar objective function was used in [47] in a MILP problem for opti-

mal dispatch of a CSP plant and the authors adjusted the weight depend-

ing on the season, with higher values in winter when solar irradiation is

more variable. This could be explored in future work.

These three possibilities for the DRTO objective function will be compared in

the results in Section 6.

4.4. Simulation

Since the methodology developed is a real-time methodology, it has to be

tested online on an actual plant. In this work, we use a simulation model solved

in MATLAB to represent the actual behavior of the system undergoing the real

weather conditions. The dynamic model for simulation takes the optimal tra-

jectories of the flow rates as an input. It forms a DAE system with no degrees
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of freedom, that is solved with solver ode15s, to compute the temperatures in

all parts of the solar thermal plant. As mentioned earlier, perfect control is

assumed, so no controllers are taken into account in the simulation model and

the flow rate trajectories are perflectly tracked. The simulation model provides

feedback to the DRTO algorithm. Before each new DRTO run, the current sys-

tem state is retrieved from the simulation and fed to the optimization. No state

estimation and data reconciliation steps are included in the methodology. We

assume that all states are perfectly measured in first approach. As explained in

subsection Appendix A.3, the simulation model uses a more precise representa-

tion of the storage tank. By starting regularly with the actual system state, the

DRTO algorithm reduces model error propagation due to simplifying assump-

tions in the optimization model, compared to offline dynamic optimization.

The methodology described above has been tested in some case studies,

presented hereafter.

5. Case studies

Two distinct time periods will be used in these case studies to show different

behaviors of our optimization methodology. In order to choose the time peri-

ods, the MAPE (Mean Absolute Percentage Error) between the forecasted and

measured GHI are compared for each day of the year 2021 at 12am and for the

next 103h, corresponding to the forecast time horizon.

5.1. July

The first test period starts on July 19th and corresponds to the smallest

MAPE of the year (1.2%), meaning that the forecasted GHI is very close to the

measured GHI. This is shown in Figure 5 where the forecasted and measured

GHI for the next 103 hours, starting at 12am (t=0h), are plotted. The general

shape of the GHI is well predicted with only small discrepancies. The mea-

sured GHI tends to have a slightly lower maximum value than the forecasted

GHI. Overall, this forecasted GHI, which will be used in the planning phase,
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is accurate. The forecasts are updated every 6 hours. In this test case, the

updated GHI, which will be used for each new DRTO, are very similar to the

one determined at 12am on July 19th. Based on this observation, we expect our

optimization methodology to only lead to slight real-time adaptation.
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Figure 5: Actual and forecasted global horizontal irradiance for the test period in July

5.2. May

The second test period corresponds to a large MAPE (11.2%) for May 12th.

Larger values were observed in the winter but they correspond to very low solar

irradiation levels which are less interesting because the solar thermal plant would

barely be operated. The forecasted GHI at 12am (t=0h) and the corresponding

measured values are plotted in Figure 6 in dashed green and solid purple lines

respectively.

We observe that the solar irradiation on the second day is greatly underesti-

mated by the forecast at 12am, which will be used for the planning phase. This

underestimation is corrected in the updated forecasts, provided every 6 hours

and used at the DRTO level. For instance, the forecasted GHI on May 13th at

12am (t=24h) is plotted in Figure 6 as well, in dashed orange line. This new

forecast does not underestimate the actual GHI as much as the one predicted

one day earlier. However, discrepancies between the forecasted and measured
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Figure 6: Actual and forecasted global horizontal irradiance for the test period in May

GHI remain because the solar irradiation is quite variable each day during this

time period and those fast variations are not well predicted.

5.3. Comparison of several optimization strategies

As explained in subsection 4.3, different possibilities to incorporate storage

management in the DRTO objective function are explored in this work and

will be tested in simulations in the two case studies (July an May) presented

earlier and compared. The comparison will also be made to a simulation fol-

lowing the trajectories determined during planning, which is an offline dynamic

optimization. This is summarized in Figure 7.

6. Results and discussion

The 4 optimization strategies will be compared using the two different time

periods chosen. The results analyzed are simulations results since they represent

the real behavior of the system following an optimization strategy. The optimal

trajectories (6 transient mass flow rates) obtained with the different strategies

will be compared directly as well as the resulting temperatures in the different

parts of the plant computed by the ”simulation model”. Performance criteria

will also be computed over the whole simulation horizon. The criteria are the

following:
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Figure 7: Comparison of several optimization strategies

� Esupplied: quantity of solar heat supplied to the consumer, either directly

from the solar field or from the storage tank, at a temperature lower than

the target temperature. Any excess heat is not included. Esupplied should

be as high as possible to reduce gas consumption in the back-up burner

in the consumer circuit.

� Eelec: electric consumption of the pumps.

� Ctot: total operating costs of the plant (electricity and gas consumption)

� Estock final: quantity of valuable energy (above the consumer return tem-

perature of 55°C) inside the storage tank at the end of the simulation.

The heat demand presented in subsection 3.2 corresponds to a total of 29.82MWh

for the whole 96 hours.

6.1. Small disturbances: July test period

At first, the test period in July was chosen. Since the weather is correctly

predicted for the whole time horizon and there is high solar irradiation available,

this represents an ideal case. Indeed, we expect all strategies to satisfy the heat

demand. This will allow us to verify that DRTO does not deteriorate the solar
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thermal plant performances compared to DO due to the frequent updates in the

optimal trajectories and the lack of strategic vision.

The performances of the four simulations, following the trajectories deter-

mined with the four optimization strategies, are summarized in Table 1. Firstly,

we observe that the energy supplied is lower than the heat demand of 29.8MWh

for all methods. The difference is the largest for DO (about 16%). There are

two reasons explaining the differences. First, the solar irradiation is slightly

overestimated for most days, as shown in Figure 5. The updated forecasts, pro-

vided every six hours for each new DRTO, are slightly more accurate but they

still tend to overestimate the GHI. Thus, when using the actual weather, the

heat production is reduced and the demand is not perfectly satisfied. The second

reason are the model and resolution differences between the simplified optimiza-

tion model and the detailed simulation model representing the real plant. In

order to assess the effect of the difference in models only, the 4 optimization

strategies were compared in a test with undisturbed weather. This means that

the real-time weather does not deviate from the forecasted weather in this test

and the same weather inputs were used at each level of the optimization algo-

rithm: planning, all DRTO and simulation of the real plant. Even without any

disturbances in the weather, the heat demand is still not perfectly met in the

four simulations, and the discrepancy is larger for DO (Esupplied is 7.5% lower

than the demand for DO and about 5.5% lower for the three DRTO strategies).

This stems from the differences in modeling, mostly for the storage tank as de-

tailed in Appendix A.3, and in resolution methods, mostly time integration, as

explained in Section 4. Although the heat demand is met in the optimization

model, when the trajectories are used on the detailed simulation model, the

performances of the simulated plant are slightly different than expected, they

were reduced in this test. Since the DRTO method starts every six hours with

the actual state of the system, retrieved from the simulation model, it reduces

the model error propagation.

DO is the most expensive strategy since it needs more gas to complete the

heat demand. The electricity consumption of the pumps can also be compared
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in Table 1 for the case with the real weather data. We observe a lower electricity

consumption for DRTO E. This has to be analyzed along with the stored energy

at the end of the simulation. It is the lowest for DRTO E since there is no

objective on storage. This strategy collects the minimum solar energy required

to satisfy the heat demand, reducing the flow rates in the plant, thus leading

to lower electricity consumption. Therefore this strategy is the least expensive

in this case. However, the stored energy is lower, which could lead to more

gas consumption in the future. DRTO P and DRTO M show very similar

performances, with slightly more energy stored at the end of the simulation for

DRTO M. In order to better understand the differences in operational strategies

between DO, DRTO E, DRTO P and DRTO M, trajectories for various variables

are compared.

Table 1: Comparison of the performances of the simulated solar thermal plant in July using

the different optimization strategies

Simulation performances

Performance DO DRTO E DRTO P DRTO M

Esupplied (MWh) 24.86 27.94 27.89 27.82

Eelec (MWh) 0.18 0.10 0.18 0.16

Ctot (e) 419 162 177 180

Estock final (MWh) 15.71 10.44 14.32 14.85

The flow rates in the solar field for the four strategies are compared in Figure

8 and the stored energies throughout time are plotted in Figure 9. DRTO E

uses a lower flow rate in the solar field over the whole simulation horizon, which

leads to lower electricity consumption as explained earlier, and to less solar

energy collected and stored. Indeed, in Figure 9, the stored energy for DRTO

E is lower than for other strategies for the last three days. The differences in

stored energy for the other three strategies are small. The flow rate computed

with DO increases day after day. We observe that the stored energy for DO is
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lower than the other strategies on day 1, but increases every day, and it is the

largest at the end of the 96h. Because it benefits from a longer-term vision, DO

tends to store less at the beginning of the 96h time span. This ensures that the

storage is not full for as long as possible, leading to a better solar yield because

the temperature of the water entering the solar field is lower [5]. Once the end of

the 96h time horizon draws near, the flow rate in the solar field is increased, to

maximize solar heat collection and storage. DRTO P tends to follow the same

trend while DRTO M uses the same flow rate each day, constantly maximizing

solar heat production and storage. Figure 10 shows the temperature profile in

the storage tank after 12 hours of simulation for DO, DRTO P and DRTO M.

We observe that the cold zones for DO and DRTO P are larger than for DRTO

M, allowing more storage capacity for the next days. Moreover, the temperature

at the top of the storage tank is higher for DRTO P. This is due to the smaller

flow rate in the solar field, leading to higher temperatures, and thus higher

quality energy stored and leaving more space for future storage needs .
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Figure 8: Comparison of the flow rates in

the solar field in July
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Figure 9: Comparison of the simulated

stored energies in July

This case study shows that DRTO still improves the performances of the

solar thermal plant even though the disturbances on the weather are very small.

In this case, all DRTO strategies led to lower operating costs. DRTO E stored

less solar energy, which might affect future operation, but led, at the same time,

to the lowest cost for the 96h time span. However, DRTO P and DRTO M,
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although using different operational strategies as explained above, led to similar

performances for the whole simulation of the solar thermal plant. The next case

studies will help to determine which strategy, among DRTO P and DRTO M,

should be used in different situations.
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Figure 10: Comparison of the simulated temperature profiles in the tank at 12h

6.2. Storage management in mid-season

The second test case is a period in May, typical of mid-season: the so-

lar irradiation is variable, difficult to predict accurately and not high enough

throughout the entire day to store sufficient energy to satisfy the heat demand

over the entire simulation duration. The performances achieved with the four

optimization strategies are presented in Table 2.

First, one can notice that DO is the strategy supplying the least energy to

the consumer (about 38% of cumulative heat demand), leading to the highest

operating cost for heat production (associated to important gas consumption).

This can be explained by the error in the solar irradiation forecast used for the

planning phase, as shown in Figure 6. The initial forecast predicted a very low

solar irradiation on the second day whereas the next forecasts and the measures

actually show a high GHI. Therefore, the optimal operation on day 2 with DO

was to shut down the solar thermal plant. No flow rate is circulating in the

solar field, as shown in Figure 11 which presents the flow rates in the solar

field for the four strategies. Moreover, no heat is supplied to the consumer
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Table 2: Comparison of the performances of the simulated solar thermal plant in May using

the different optimization strategies

Simulation performances

Performance DO DRTO E DRTO P DRTO M

Esupplied (MWh) 11.25 15.22 15.91 17.63

Eelec (MWh) 0.20 0.05 0.14 0.11

Ctot (e) 1512 1174 1131 989

Estock final (MWh) 0.76 0.37 0.82 0.87

because the storage tank was emptied the night before, as shown in Figure

12 which presents the stored energy throughout time for the four strategies.

The stored energy even becomes negative due to heat losses, which means that

the average temperature inside the storage tank is lower than the reference

temperature corresponding to the return temperature of the consumer stream

at 55◦C. All three DRTO strategies perform better than DO because they use a

better estimate of the solar irradiation. They also all use less electricity for the

pumps, with DRTO E leading to the lowest electricity consumption. This is due

to lower flow rates, for example a lower flow rate is used in the solar field for all

three real-time strategies, as shown in Figure 11. DRTO E is the DRTO strategy

leading to the lowest amount of energy supplied to the consumer and stored at

the end of the simulation. This is because there is no objective on storage and

the DRTO algorithm only has a strategic vision of 12 hours. Thus, DRTO E

does not store a lot of energy in anticipation of future periods with no or low

solar irradiation. This can be seen in Figure 12, where the stored energy on day

1 is the lowest for DRTO E, leading to less solar energy available for the next

days. Therefore, it is necessary to incorporate a term on storage management

in the DRTO objective function. Finally, for this case study, DRTO M allows

to supply more solar heat to the consumer than DRTO P, about 6% more heat

demand satisfied, reducing the operating cost by 16%. DRTO P includes a term
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in its objective function to minimize the difference between the planned storage

state and the actual stored energy at the end of the time horizon. In this test,

the planning was determined using inaccurate weather forecasts, especially on

the second day. Thus, the planned storage state is not optimal and tracking it

in the real-time phase deteriorates the performances of the solar thermal plant.

This can be seen in Figure 12, where the stored energy on the second day for

DRTO P is low, even lower than DRTO E.
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Figure 11: Comparison of the flow rates in

the solar field in May
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Figure 12: Comparison of the simulated

stored energies in May

This is confirmed in Figure 13, which presents the charge flow rate for DRTO

P and DRTO M. We observe that the charge flow rates are similar for both

strategies on days 1, 3 and 4. However, on day 2, the charge flow rate for

DRTO P is reduced because the algorithm tracks the planned storage state

determined with a low solar irradiation on day 2.

This shows that using the planning phase for storage management can lead

to deteriorated performances for the solar thermal plant if the planning is inac-

curate. It would be better to re-compute a new planning whenever the weather

data differ too much from the forecasted data used for planning. This requires

weather data available often and is computationally expensive. Based on the

analysis of both case studies in July and May, maximizing the stored energy at

the end of the DRTO time horizon leads to the best performances for the heat

production: more solar heat delivered to the consumer and stored in the storage
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Figure 13: Comparison of the charge flow rates for two DRTO strategies

tank. In this scenario, DRTO M led to an increase of 57% in supplied energy

and a reduction of 35% in operating costs compared to DO. So for normal op-

erating conditions, which do not lead to overheating and complete filling of the

storage tank, DRTO M seems to be the best strategy, regardless of whether the

planning phase is accurate or not. In the next subsection, an extreme scenario

leading to overheating will be studied to assess the best storage management

strategy in this situation.

6.3. Storage management in summer: avoiding overheating

A scenario particularly challenging for solar thermal plant operators is when

there are several sunny days in a row in summer and the storage tank is full. The

solar thermal plant is exposed to overheating, which means that the temperature

in the solar field rises too much, leading to thermal expansion and even ebullition

[5]. This situation could damage the solar plant equipment and therefore should

be avoided. Generally, the solar thermal plant is designed to meet the heat

demand during summer, when the solar contribution is the highest [5]. This

should prevent overheating, and back-up heaters will be used in other seasons to

complete the demand. This is what was observed in the previous case studies: no

overheating happened in July and gas was necessary to satisfy the heat demand

in May. Nevertheless, extreme scenarios could still happen, and optimization

could help to prevent overheating in these scenarios. In the present case study,
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the test period in July is used. However, we now consider that at the initial time

of the 96 hours time span, the storage tank is full, with a uniform temperature

of 75◦C. This corresponds to a stored energy of 11.61MWh. The maximum

theoretical capacity of the storage tank is 23.22MWh when the temperature

is uniform equal to 95◦C, which is the maximum allowed temperature in the

system. In reality, the temperature in the system rarely reaches that level and

we did consider the storage tank at 75◦C full because there is no cold zone.

Additionally, the heat demand has been reduced to a maximum of 334kW.

This means that in Figure 3, the peak has been reduced to 334kW, which in

turns, corresponds to a flow rate of 8kg.s−1. The total heat demand for the 96

hours of simulation is 25.09MWh in this case. This modified heat demand was

artificially built to increase the risk of overheating. The same reduced demand

was used at each level of the methodology: planning, DRTO and simulation.

The objective of this case study is to find the best storage management strategy

to prevent overheating. There are specific strategies that could be employed to

prevent overheating (night cooling in the solar field [5] or defocusing of the solar

panels [48] for example) and safety elements are present in the plant to handle

overheating without damaging the solar field (expansion vessels, safety valves,

drainback systems [40]). These elements and strategies are not included in our

solar thermal plant model, so the only way to prevent overheating, if possible,

is to use a smart storage management policy.

The four optimization strategies presented in 5.3 have been applied to this

extreme scenario. In the case of DRTO M, the DRTO number 9, which starts

at 54h did not converge. It corresponds to the middle of day 3, when the solar

irradiation is high and after two sunny days during which the storage tank was

already filled with hot fluid. When analyzing this convergence fail, we observe

that it is due to overheating. At some point during the time horizon, the storage

tank is completely full, the solar irradiation is high and the heat demand is not

very large. The optimization algorithm is not able to respect both constraints:

T ≤ 95◦C (no overheating) and T outconsumer ≤ Tdemand (no exceeding of the heat

demand). Either more solar heat needs to be evacuated in heat exchanger 2, or

35



the temperature will rise in the solar field above the safety limits. This has been

verified by relaxing either constraint, convergence was obtained in both cases.

When moving either of the constraint in the objective function, to authorize

the violation of the constraint but penalize it, convergence was achieved but

the constraint was indeed violated even with a strong penalization. With the

two constraints imposed, the optimization is infeasible and the trajectories for

the flow rates that would be provided to the simulation model do not verify

all physical equations and operational constraints. Thus, the overall numerical

integration process was stopped at 54 hours. All three other strategies converged

over the whole simulation time span.

Figure 14 presents the stored energy throughout time for the four simulations

following the four optimization strategies. We observe that the stored energy

is much more important for DRTO M, more energy was charged during days 1

and 2. At the hour 54, when DRTO 9 fails for the DRTO M strategy, the initial

stored energy is 17% higher than the one obtained with the DRTO P strategy. So

during the first two days, the DRTO M strategy stores more energy in the tank,

as shown in Figure 15. While the three other strategies all use similar charge

flow rates, DRTO M uses a higher charge flow rate because its objective is to

store as much as possible at the end of each DRTO. In this extreme scenario, this

optimization strategy is not suitable because the lack of anticipation leads to an

overfull storage tank when the solar irradiation is high, and thus to overheating.

On the first day, all three other strategies lead to the same amount of energy

stored, which is the minimal amount. This is because DRTO E does not store

additional energy for latter use and DO and DRTO P avoided to store too

much to ensure a safe operation for the next days. The simulation with DO

presents significantly less solar energy stored than DRTO P (and even DRTO E),

although DRTO P follows the storage management policy determined by DO.

As explained before, DO stores less energy than expected because it collects less

solar energy than expected due to the errors in the forecasts and the model (see

subsection 6.1 for the explanations). So the stored energy originally planned in

the optimizer, which is the objective used in DRTO P, is larger. This explains
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why DRTO P stores more energy than DO. This was also observed in [38].
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Figure 14: Simulated stored energy in July

with reduced heat demand
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Figure 15: Charge flow rate in July with

reduced heat demand

Table 3 presents the performances of the solar thermal plant for the differ-

ent optimization strategies. The performances of DRTO M are not computed

since the overall process is stopped at 54h after an optimization did not con-

verge. Similarly to the results presented in subsection 6.1, DO supplies the

least amount of heat to the consumer, 87% of the heat demand, because of the

slightly inaccurate weather forecasts and simplifying assumptions in the opti-

mization model.

DRTO E stores less energy at the end of the simulation than DRTO P but the

difference is smaller than when the demand was not reduced (only 8% difference

compared to the 27% difference in the case study presented in subsection 6.1).

The difference is small because there is excess energy every day produced in the

solar field since the demand is low, so even DRTO E stored this excess heat.

Moreover, DRTO P does not store more energy to avoid overheating. DRTO

P still leads to more energy stored starting from day 2 because the storage

management policy provided by DO allows more storage towards the end of

the simulation, once the risk of overheating is handled. The operating costs

for DRTO E and DRTO P are similar, slightly larger for DRTO P because it

consumes more electricity.

Overall, DRTO P leads to the best performances in the solar thermal plant,
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with low operating costs and a full storage tank at the end of the simulation,

without overheating.

Table 3: Comparison of the performances of the simulated solar thermal plant in July when

there is a risk of overheating

Simulation performances

Performance DO DRTO E DRTO P

Esupplied (MWh) 21.76 23.67 23.62

Eelec (MWh) 0.15 0.12 0.17

Ctot (e) 286 129 140

Estock final (MWh) 13.84 14.83 16.09

6.4. Impact of the DRTO time horizon

In this work, a time horizon of 12 hours was chosen for the DRTO. Since

the time horizon might affect the operational strategy, a test was conducted

to assess its effect. Additional simulations with DRTO using time horizons of

6 hours and 24 hours were run. First, the computational times of one DRTO

algorithm for the three different time horizons were compared in Table 4.

Table 4: Comparison of the computational times for one DRTO run for different time horizons

Time horizon (h) 6 12 24

Average time (min) 1 2.5 6

Maximum time (min) 4 7 26

The computational times are averaged for every test period and DRTO strat-

egy. All time horizons could be chosen for a real-time application, with fast

convergence on average. A time horizon of 24 hours might lead to long compu-

tational times, with a maximum time of 26 minutes found among all cases, but

it still remains applicable in real-time given that the update frequency is only
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six hours. Thus, the choice of the suitable time horizon depends on the solar

thermal plant performances achieved.

Figure 16 shows the simulated stored energy throughout time for the test

period in May using DRTO E with different time horizons. We observe that the

stored energy is higher when using a longer time horizon because the DRTO

algorithm can anticipate the need for stored energy. As a result, the supplied

energy is larger and the operating costs of heat production lower for the time

horizon of 24 hours. On the other hand, Figure 17 presents the stored energy for

DRTO M. For this strategy, the time horizon does not impact the quantity of

energy stored throughout time. The performances of the solar thermal plant are

not affected by the time horizon significantly. This is because the storage man-

agement is incorporated into the objective function and the DRTO algorithm

does not need a long term strategic vision to make the most of the storage tank.

A similar analysis can be conducted for DRTO P. Based on this observation, a

time horizon of 6 hours, which requires the least computational effort, could be

satisfactory.
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Figure 16: Impact of the time horizon for

DRTO E in May
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Figure 17: Impact of the time horizon for

DRTO M in May

The simulations were also conducted in July, for both the standard and the

extreme scenarios. We noticed more frequent overheating when using a time

horizon of 6 hours compared to 12 hours, even for DRTO P. Although storage

management is determined by planning in this strategy, having a longer time
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horizon seems to help avoid overheating in some situations. Therefore, a time

horizon of 12 hours is long enough when using a storage management objective,

is computationally acceptable and still provides a few hours of strategic vision

to the DRTO algorithm.

7. Conclusion and Perspectives

In this study an economic DRTO methodology, including a planning phase,

for a solar thermal plant was developed and tested online in several case studies.

Real data for the weather forecasts and measurements were used. The method-

ology was tested on a detailed simulation model, representing a large scale solar

thermal plant. Firstly, it has been observed that DRTO improves the solar

thermal plant performances compared to DO even when the forecasts used for

DO are accurate. This is due to the regular update of the system state with

measured values, reducing model error propagation. An increase up to 57%

in supplied energy and a decrease up to 35% in operating costs were achieved

with DRTO compared to DO in a case study with variable solar irradiation and

uncertain forecasts. The main objective of this work was to determine the best

storage management policy by comparing several optimization strategies. All

optimization strategies aim at minimizing the operating costs from gas and elec-

tricity consumption, but they treat the storage management differently. From

the different case studies, some guidelines for the optimal operation of a solar

thermal plant could be formulated:

� The planning phase should be run to determine if there is a risk of over-

heating in the following days. A risk of overheating could be defined as

a saturation of the storing capacity (complete filling of the tank at high

temperature) at one point during the DO.

� If there is no risk of overheating for the following days, the DRTO M strat-

egy should be adopted. This means that the stored energy is maximized

at the end of each DRTO time horizon. The maximized stored energy will
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allow the supply of solar heat later, when no solar irradiation is available,

reducing gas consumption for the heat production.

� If there is a risk of overheating, the DRTO P strategy should be adopted.

The DRTO P will follow the planned stored energy at the end of each

DRTO time horizon. This should avoid overheating by storing energy

only if it does not deteriorate the plant operation in the following days.

� A time horizon of 12 hours for the DRTO seems suitable to determine the

best operational strategy.

� The planning phase should be updated regularly, especially when the

weather forecasts differ a lot from the actual weather conditions.

� Although it did not happen in the case studies presented, the planning

phase could fail to converge. Indeed, we showed that the use of planning

can help to avoid some overheating situations, but extreme scenarios could

lead to overheating predicted even during the planning phase. In this case,

the DRTO E strategy should be used because it stores the least energy and

collects the minimum amount of solar heat to satisfy the heat demand.

Overheating might happen, and safety devices will be activated to protect

the solar thermal plant, but DRTO E should reduce the overheating to a

minimum. As soon as a new planning phase converges, which means that

the risk of overheating can be handled again, the DRTO M or DRTO P

strategy should be adopted again, depending on the guidelines above.

� Overheating can still happen even when following these guidelines, but the

occurrences of overheating should be very limited. In case of overheating,

safety equipment included in the solar thermal plant must protect the

system.

In future work, these guidelines could be tested for more case studies, to formu-

late more precise criteria for the switching between the different DRTO strate-

gies. Moreover, a criterion on the deviation between the forecasts used for
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planning and the actual environmental conditions could be formulated to trig-

ger a new planning computation. In this study, the connection between the

planning and the DRTO P strategy was to minimize the difference between the

planned stored energy and the actual stored energy at the end of the DRTO

time horizon. Other possibilities, such as tracking the planned stored energy

at a fixed time in the day, sunset for example, could be explored. Finally, fu-

ture work could focus on improving the models developed, by incorporating the

safety equipment used in case of overheating, and add the optimization of these

devices in the optimal operation of the plant, and also by modeling non ideal

controllers to add them in the detailed representation of the plant.
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Appendix A. Model equations

Appendix A.1. Solar field

The chosen model is the one-node capacitance model and is based on the

following assumptions: there is no spatial discretization of the temperature

inside a collector, no heat losses between the collectors within a loop and the

distribution of the fluid between the loops is uniform. The solar field is here

represented by a single solar panel with an area ASF equal to the total area

of all the solar collectors. The mean temperature TmeanSF in the solar field is

computed with the following energy balance equation [49]:

Q̇SF
ASF

=

(
η0,b(ηshKb(θ)Gb +KdGd)− c1(TmeanSF − Tamb)− c2(TmeanSF − Tamb)2 − c5

dTmeanSF

dt

)
(A.1)
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With:

Q̇SF power collected by the heating fluid [W],

Gb direct solar irradiation in the plane of a collector [W.m−2],

Gd diffuse solar irradiation in the plane of a collector [W.m−2],

Tamb ambient temperature [°C],

η0,b collector optical efficiency,

c1 heat loss coefficient in the collector at Tmean = Tamb [W.m−2.K−1],

c2 temperature dependence of the heat loss coefficient [W.m−2.K−1],

c5 effective thermal capacity [J.m−2.K−1],

Kb(θ) incidence angle modifier for the direct irradiation,

Kd incidence angle modifier for the diffuse irradiation,

ηsh shading effect of a solar field loop onto the next loop.

Inside the collectors, a linear temperature distribution is assumed:

TmeanSF =
T inSF + T outSF

2
(A.2)

This simplified dynamic model is able to represent the fast variations in the

solar field temperature accurately with a reduced computational time.

Appendix A.2. Heat exchangers

A simple model is used to keep the computational time low while still achiev-

ing a good accuracy, considering no spatial discretization. The other main as-

sumptions are:

� no heat losses to the environment,

� no accumulation,

� a uniform distribution of the fluid flow between the channels,

� the same exchange area for every pass,

� a perfect mixing at the end of a pass.
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The effectiveness-NTU model is chosen, as described in [50] for example. The

three main equations of the model are hence the following:

Q̇HX = (ṁCp)cold(T
out
cold − T incold) (A.3)

Q̇HX = (ṁCp)hot(T
in
hot − T outhot ) (A.4)

Q̇HX = εHX(ṁCp)min(T inhot − T incold) (A.5)

With:

(ṁCp)min minimum heat capacity between the two sides of the heat exchanger

(ṁCp)min = min((ṁCp)hot, (ṁCp)cold) [W.K−1],

(ṁCp)max maximum heat capacity [W.K−1],

εHX effectiveness of the heat exchanger.

εHX can be computed with the following equations:

R =
(ṁCp)min
(ṁCp)max

(A.6)

NTU =
UHXAHX
(ṁCp)min

(A.7)

With:

R heat capacity ratio,

NTU number of transfer units,

AHX total exchanged surface of the heat exchanger [m2],

UHX global heat transfer coefficient (considered constant equal to 4000W.m−2.K−1

in this work to reduce the nonlinearities and speed up the calculations [48]).

The effectiveness for a counter-current flow heat exchanger is then defined

as follows: 
εHX = 1−exp(−NTU(1−R))

1−Rexp(−NTU(1−R)) if R < 1

or

εHX = NTU
1+NTU if R > 1
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Appendix A.3. Storage tank

The storage tank considered is a 12 meters high vertical cylinder with a

volume of 500m3. It is a stratified water tank, charged with hot water from

the top and with the return cold water entering the bottom. That way, there

is limited mixing between the hot zone at the top of the tank and the cold

zone at the bottom of the tank [6]. Between the hot and cold zones, there is a

high temperature gradient region, also known as thermocline. It is particularly

challenging to model a stratified storage tank because it needs a very accurate

model to represent the thermocline region. However, such a detailed model

can lead to long computational time. A 1D model was chosen in this work to

reduce the calculation time. Only the variations of the temperature along the

vertical axis of the storage tank are considered. There are several approaches

to model a storage tank in 1D, listed in [41] for example, but the solving of

the energy balance is more accurate because it is based on physical phenomena.

The conservation of energy in 1D, along an ascending vertical axis z and over

a control volume of thickness dz can be written as follows, assuming constant

thermophysical properties for the stored fluid and no heat source inside the

storage tank:

ρCpAs
∂Ts(z, t)

∂t
+ ṁCp

∂Ts(z, t)

∂z
= Ask

∂2Ts(z, t)

∂z2
+ UsP (Tamb(t)− Ts(z, t))

(A.8)

With:

Ts(z, t) temperature inside the tank [C],

ṁ resulting flow rate from charging and discharging [kg.s−1],

ρ fluid density [kg.m−3],

Cp fluid heat capacity [J.kg−1.K−1],

k fluid thermal conductivity [W.m−1.K−1],

As the tank cross-sectional area [m2],

P tank cross-sectional perimeter [m],

Us overall heat transfer coefficient with the ambient [W.m−2.K−1].
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In order to solve this PDE, it is first converted into an ODE system by using

a spatial discretization scheme. The multinode model, based on finite volumes

is used for the optimization model. A model with 10 layers was chosen as it

provides a reasonable estimate of the temperature profile and the energy stored

with very fast calculations [23]. However, the thermocline region is not well

represented because of the effect of numerical diffusion [51].

For the simulation model, a more accurate representation of the storage tank

is required as the model acts as a virtual replacement of the actual plant to test

the methodology. Another spatial discretization scheme was used to convert

the PDE into ODE: Orthogonal Collocation on Finite Elements (OCFE) to

reduce numerical diffusion. The numerical method is presented in [41] in the

specific case of a stratified storage tank. OCFE combines the advantages of

both orthogonal collocation, where a limited number of discretization points

is needed to converge to the actual differential equation solution, and finite

volumes, where the resolution of the system is fast due to the sparsity of the

matrix generated [52]. For our model, we chose 15 elements with 25 points each,

so 375 discretization points in total.

Natural convection is not represented in Equation A.8 although it might oc-

cur in the storage tank during charging [53] or due to heat losses [54]. Natural

convection is particularly challenging to be taken into account in 1D models as

it involves 3D fluid movements. This phenomenon was neglected in the opti-

mization model to keep it as simple and computationally efficient as possible,

avoiding conditional structures [41]. This simplifying assumption leads to tem-

perature inversions inside the storage tank, which would not remain more than

a few minutes in the real system. For the simulation model, temperature inver-

sions are corrected regularly by stopping the time integration and computing a

new temperature profile which will be used as the initial condition of the next

integration period. This new temperature profile is determined by averaging

between two temperature profiles, one with reorganized temperatures follow-

ing the approach from [55] and one with homogenized temperatures following
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the approach from [56]. Indeed, the first approach tends to overestimate the

stored energy inside the tank while the second one tends to underestimate it

[53]. Averaging between both profiles might provide a better estimate of the

actual temperature profile in the tank after natural convection took place.

Appendix A.4. Pipes

Each pipe of the system represented in Figure 2 is modeled in 1D with an

energy balance equation, without spatial discretization:

ρCpπApipeL
dT out

dt
=
Tamb − T out

Rth
+ ṁCp(T

in − T out) (A.9)

With:

Apipe cross-sectional area of the pipe [m2],

L length of the pipe [m],

Rth thermal resistance [K.W−1], taking conduction in the insulation layer and

external convection into account, assuming ideal internal convection and con-

duction through the wall.

Mass and energy balances are developed at each mixing valve and flow divi-

sion, neglecting the accumulation and heat losses.

Appendix A.5. Pumps

The electricity consumption of the pumps in the solar thermal plant partic-

ipates to the operating cost of the plant. The pumps are variable speed ones

circulating the fluid in the different parts of the plant and are represented with

the following equations:

Ṗhydrau =
ṁmax

ρ
∆Pmax(ṁmax) (A.10)

Ṗelec =
Ṗhydrau
ηpump

(
ṁ

ṁmax

)3

(A.11)

With:

Ṗhydrau maximum pumping power [W ],
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ṁmax maximum flow rate allowed in the pump [kg.s−1],

∆Pmax pressure drop at the maximum flow rate [Pa],

Ṗelec electric power [W ],

ṁ actual flow rate [kg.s−1],

ηpump overall efficiency of the pump.

The pumps are not described more precisely in the circuit, only their electric

consumption is computed. The electric power should be minimized to reduce

the operating costs but also the CO2 emissions associated with heat production.

Appendix A.6. Representation of the various operating modes

The model for the complete solar thermal plant is obtained by connecting

the models for the different elements of the plant: solar field, heat exchangers,

storage tank, pumps and pipes. The solar thermal plant can be operated with

several modes depending on the weather conditions, the storage level and the

heat demand, and different equations are used for each mode. For example,

the assumption of a linear variation of the temperature inside the solar field

only stands when the solar field is in operation and a fluid is flowing through it

(with a flow rate ṁSF ). Otherwise, another equation should be used, such as

fixing the outlet temperature equal to the inlet temperature. Two conditional

equations can be written as follows:
T outSF = T inSF if ṁSF = 0

and

T outSF = 2TmeanSF − T inSF if ṁSF 6= 0

To represent these conditional equations in our optimization framework, sigmoid

functions and Big M inequalities are used as follows:

sig(ṁSF ) =
1

1 + exp−β(ṁSF−δ) (A.12)

With:

β parameter characterizing the steepness of the sigmoid,
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δ threshold for the variable ṁSF .

The sigmoid function represents the existence of a flow rate in the solar field

or not. It replaces the binary variable typically used in Big M inequalities for

mixed-integer problems [57] by a continuous function suitable for non linear

programming problems. If the flow rate in the solar field is below the threshold

δ, the sigmoid function is zero and otherwise it is 1. To represent the existence

of a flow rate, a small value of δ is chosen. In the real system, a very small flow

rate is not implementable by the pumps and valves. Thus, a value of 1kg.s−1

was chosen to avoid that a very small flow rate impacts the solar thermal plant

operation in a non realistic way. β needs to be adjusted to achieve the best

compromise between a good reproduction of a binary variable behavior and an

easy and fast convergence. The sigmoid is used in Big M inequalities as follows:
−sig(ṁSF )M + T inSF ≤ T outSF ≤ sig(ṁSF )M + T inSF

and

−(1− sig(ṁSF ))M + 2TmeanSF − T inSF ≤ T outSF ≤ (1− sig(ṁSF ))M + 2TmeanSF − T inSF

With M a scalar much larger than the variable considered. These two inequali-

ties will hold for every ṁSF but the most limiting constraint will impose a value

to T outSF .

Such a continuous formulation is useful to represent the various operating

modes of the solar thermal plant such as the shut down of the solar circuit

leading to no exchanged power in heat exchanger 1, or the interruption of supply

of solar heat to the consumer through the heat exchanger 2 because there is no

solar energy available directly from the solar field or from the storage tank.
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