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ABSTRACT
Due to the enormous volume of data on the web, it is hard for the
user to retrieve effective and useful information within the right
time. Thus, it has become a need to generate a brief summary from
a large amount of textual data according to the user profile. In this
context, text summarization is used to identify important informa-
tion within text documents. It aims to generate shorter versions
of the source text, by including only the relevant and salient infor-
mation. In recent years, the research on summarization techniques
based on topic modeling techniques has become a hot topic among
researchers thanks to their ability to classify, understand a large
text corpora and extract important topics on the text. However,
existing studies do not provide the support of personalization when
generating summaries because they need to know not only which
documents are most helpful to the users, but also which topics and
keywords are more or less related to the user’ interests. Thus, exist-
ing studies lack of the support of adaptive user modeling for user
applications in the emerging areas of automatic summarization,
topic modeling and visualization. In this context, we propose a new
approach of automated text summarization based on topic mod-
eling techniques and taking into account the user’s profile which
helps to semantically extract relevant topics of textual documents,
summarizing information according to the user’ topics interests
and finally visualize them through a hyper-graph Experiments have
been conducted to measure the effectiveness of our solution com-
pared to existing summarizing approaches based on text content.
The results show the superiority of our approach.

CCS CONCEPTS
• Information systems→ Summarization, topic modeling.

KEYWORDS
Text transformation, classification, summarization, topic modeling,
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1 INTRODUCTION
In recent years, text summarization has gained prime importance
and the research in this area has become a hot topic among re-
searchers. It is a core area of study under Natural Language Process-
ing (NLP) and Computational Linguistics (CL) to generate coherent
text summaries. Summarization is defined as the method of identi-
fying the key topics and information from one or more document.
So, it aims to reduce the content and size of the text to its important
keywords. In this context, automatic text summarization [26] is also
used to this aim, and there are mainly two approaches to generate
automatic text summaries such as extractive and obstructive meth-
ods. Extractive summary technique [10] uses statistical methods
and consists of producing summary based on the key features of
the given text. Whereas Abstractive summary [18] uses linguistic
methods to examine and interpret the text. Most of the current
automated text summarization system use extractive methods to
produce summary. For large scale of data, these methods are poorly
applicable and they are sensitive to the problem of irrelevancy.
Hence, the performance of these methods may be limited to single
document summarization and the use of statistical techniques. So,
there is a need of methods and tools to organize, analyze, search
and discover the hidden insights in any large group of summary
textual data. These methods are called topic modeling, which are a
new powerful technique for automatic classification of documents,
unsupervised analysis of big and variant document groups. They
facilitate the understanding of vast quantities of information with
any large group of unstructured textual data and allowing sum-
marizing large collections of textual information [2]. Among topic
modeling techniques, we cite Latent Semantic Analysis (LSA) [14],
Probabilistic Latent Semantic Analysis (PLSA) [33], Latent Dirichlet
Allocation[11] (LDA) [16], Hierarchical LDA (hLDA) [35] and the
Correlated Topic Model (CTM) [1]. These techniques may improve
the text summarizing system by the use of automatic topic extrac-
tion to speed up and improve the quality of search, reduce the
problems caused by natural language and extract important topics
to reduce textual corpus size. So, using topic modeling techniques
to summarize textual documents should be able to greatly improve
the quality of the topic selection. Many approaches [37] [38] [39]
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are proposed in order to extract a set of understandable terms and
to classify generate summaries according to topics. However, the
major problems of existing automatic summarizing studies consist
their disability to reflect the topic diversity of textual source, so
as to ensure the summary quality. Also, existing approaches still
enable to reduce the redundancy rate of a summary, so as to ensure
the compression ratio. Finally, none of existing work allows to inte-
grate the user profile when generating a topic base summary.
In order to overcome these challenges, we propose a new auto-
matic summarizing approach based on topic modeling where a
summary is created from a set of related documents and optionally
satisfies a specific information need of a user. Our approach named
Learn2Sum aims to summarize a large text corpora based on the
generated topics as well as the user needs.

Our approach was represented through a labled graph which
helps to improve the summarization process accuracy and make
the summaries more accurate and efficient.
To achieve our objectives, two main challenges have been addressed
in our study:

• Challenge1: How to automatically extract topics, identify
relationships between them in order to reorganize the sum-
mary according to the extracted topics?

• Challenge2: How to represent extracted data/terminologies
toward a graphical model based on user profile?

The rest of this paper is organized as follows: we provide in Section
2 our motivation and some background. Next, we study in section
3 the related works and we illustrate a comparative study between
existing approaches. Section 4, explains the methodology of our
approach which consist of summarising a text corpora according
to their dominant topics using H-LDA and the user profile model.
In section 5, we describe the experiments conducted to validate our
approach. Finally, section 6 concludes the paper and discusses some
future work.

2 TOPIC MODELING TECHNIQUES
Topic modeling plays a vital role in the field of text summariza-
tion. The main idea is to consider a textual document as a set of
topics [16]. Topic modeling techniques identify the topics in the
document. These topics are then used to generate text clusters. The
clusters include salient sentences from the source document. Each
cluster would be labeled to the relevant identified topics. There
are various topic modeling techniques such as Latent semantic
Analysis (LSA)[32] which is the earliest attempt of topic modeling,
although there is no explicit topic concept in LSA. Probabilistic
Latent Semantic Analysis (PLSA) [33] is a proper probabilistic gen-
erative model in which each document is a mixture of topics, and
each topic is a distribution of vocabulary. Blei et al.[31] propose
a technique Similar to PLSA, named Latent Dirichlet Allocation
(LDA) excepting that topic parameters in LDA are assumed to have
Dirichlet priors, which makes LDA more effective. Since then, the
researchers have proposed various models based on LDA. Also
another technique named Dynamic Topic Model (DTM)[34] is in-
troduced to obtain the evolution of topics over time in a sequentially
organized corpus. Finally, Correlated Topic Model (CTM)[1] can
represent pairwise topic correlations. The most existing works for
summarization based on topic modeling used LDA since it has many

characteristics that excels at feature reduction. It is also employed
as a preprocessing step for other models, such as machine learning
algorithms[31]. It can also be used to augment the inputs to ma-
chine learning and clustering algorithms by producing additional
features from documents. However, LDA has many limits, it has a
shortcoming that it cannot deal with various changes of data set
well, which has become a limitation for its applications. In this
context, HLDA[12] is a generalization of LDA and it can adapt itself
to the growing data set automatically. HLDA can mine latent topics
from a large amount of discrete data and organize these topics into
a hierarchy, in which the topics of higher level are more abstractive
while the topics of lower level are more specific. This hierarchy
could achieve a deeper semantic model which is similar to a human
mind.

3 RELATEDWORK
3.1 Summarization approaches based on topic

modeling
Presently, there have been a number of studies related to automatic
summarization using extractive technique [10] ,[23], abstractive
technique [24],[18] and hybrid technique. However, there are few
studies related to text summarization based on graph [19], [20].
Topic modeling is used to divide the document into topics-words
clusters and enabling researchers to understand the statistical rela-
tionships among topics. Here, we review the text summarization
works based topic modeling techniques. [4] proposes a heuristic
method which uses the LDA technique to identify the optimum
number of independent topics present in the corpus. Some of the
sentences are identified as the important sentences from each inde-
pendent topic using a set of word and sentence level features. The
authors of [5] reduced the semantic redundancy using LSA and
agglomerative hierarchical clustering followed by document dimen-
sion reduction by selecting highly weighted sentences. Na et al.[6]
mixed the topics of title and content of the document into a new
topic in which the summary generation algorithm learns informa-
tion entropy based weights in an adaptive asymmetric manner. In
2017,[7] proposed amerged approach of hierarchical topic modeling
and the Minimal Description Length (MDL) principle. The authors
presented the former used to describe topics while later generated
news articles summary. In [8], authors proposed a topic modeling
based approach to extractive automatic summarization, so as to
achieve a good balance between compression ratio, summarization
quality and machine readability.They extracted sentences associ-
ated with topic words from a preprocessed novel document. Second,
they design an evaluation function to select the most important
sentences from the candidate sentences and thus generate an initial
novel summary. In [9], a document is represented as a combination
of topics, and each topic is a probability distribution over words.
[10] performed sentiment analysis from the students’ comments
toward a university, in this case the Universitas Diponegoro, using
LDA and topic polarity word cloud visualization.The purpose of
this study was to generate the topic polarity word cloud of the
students’ comments by using the best combination of parameters.
08 studied, implemented and analyzed the most suitable techniques
in the case of sentiment analysis for tourism review in Indonesia. In
this study, the authors proposed an unsupervised technique using
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probabilistic topic models to classify online review based on the
sentiment behind those reviews. Haung et al in [12] have extended
the idea of topic modeling to multilingual text summarization. In
this row, hierarchical Latent Dirichlet Allocation (hLDA) used se-
mantic information in combination with other features for sentence
scoring to generate an effective and robust summary. [13] generated
summarization based on LSA and Maximum Marginal Relevance,
where the weighted variation strongly determines the accuracy of
resulting summary. The purpose of the approach [14] was to sum-
marize the documents in Bahasa (Indonesian Language). It aimed
to satisfy the user’s need of relevant and consistent summaries. The
algorithm is based on sentence features scoring by using LDA and
Genetic Algorithm for determining sentence feature weights. In
[15], authors used the topic model to identify topics in the input text
represented as word distributions. A word distribution represents a
topic by appointing high probabilities to words that portray a topic.
Also, there are some approaches defined for automatic extractive
summarization that can visualize the summary into a graph. The
fundamental idea behind the extractive strategy of the text summa-
rization is to discover the importance of the sentences so that the
best sentences for the summary can be identified. In [19], authors
generated summaries by selecting a subset of the sentences from the
original document that emphasized various extractive approaches
for single andmulti-document summarization. They described some
of the most extensively used methods such as topic representation
approaches, frequency-driven methods, graph-based and machine
learning techniques. [26] proposed the Receivables Management
(RM) and LSA based techniques to generate the extractive summary
of the input document. The similarity between each sentence and
the overall document is calculated with the help of statistical meth-
ods, and sentences are ranked on the basis of the similarity. Lim et al.
In [20] proposed a specific nonparametric Bayesian topic model for
modelling text from social media. The authors focused on posts on
Twitter). Cuong et al in [21] investigated the benefits of dropout for
preventing topic models from overfitting. They integrated dropout
into several stochastic methods for learning, latent Dirichlet alloca-
tion. Amplayo and Song in [22] proposed a new approach divided
into two parts: sentiment classification and aspect extraction. The
first part consists of the building of a three-level sentiment classifier
using natural language processing techniques, specific lexical and
syntactical techniques.The second level classifiers are two support
vector machines classifiers, handling different n-gram feature vec-
tors from different dictionaries. Zhang et al in [23] analysed the
sentiment trends over a long period and their relation to announced
the news, and the comparison of the human behavior in two differ-
ent geographical locations affected by this pandemic. Barros et al
[24] created a cross-document timeline where a time point contains
all the event mentions that refer to the same event. Fu et al.[25]
proposed a Variational Hierarchical Model (VHTM) that address
summarization with topic inference via encoder-decoder. VHTM is
the first attempt to jointly accomplish summarization with topic
inference via variational encoder-decoder and merge topics into
multi-grained levels through topic embedding and attention.

3.2 Discussion and Limitations
In order to compare the existing approaches and to overcome the
challenges described previously, we define here 7 criteria with re-
spect to the defined challenges :

Challenge 1: How to extract topics, identify relationships be-
tween them in order to reorganize the summary according to the
extracted topics?

• Criterion 1 (C1): Input type this criterion refers to the in-
put data which could be : Single Document, Multi-document.

• Criterion 2 (C2): Granularity : this criterion describes if
the approach based on simple topic or composed topic.

• Criterion 3 (C3): Topic relationship this criterion in-
dicates if the approach takes in consideration the relation
between the topic (e.g. Yes or No).

• Criterion 4 (C4): Summarization method this criterion
refers to the techniques deployed to summarize textual doc-
ument which could be: extractive, abstractive or hybrid.

• Criterion 5 (C5): User oriented summarization this cri-
terion indicates of the approach is oriented user (e.g., Yes or
No).

Challenge 2: How to represent extracted data/terminologies to-
ward a graphical model based on user profile?

• Criterion 6 (C6): Output type this criterion indicates the
type of displayed summarized textual data which is a com-
bination of: text summary, sentence summaries, topics or
concepts.

• Criterion 7 (C7): Application domain this criterion in-
dicates if the system is dedicated to a general or specific
domain.

Our comparative study shown that the evolution of the text sum-
mary is still an open challenge. The table 1 has shown that some
existing studies rely only on single document [24] ,[25]. Others
studies are able to summarize many documents [22], [23], [21]. For
the second criterion, we note that all existing works extract only
simple words. The third criterion is shown that none of existing
studies is a user oriented summary. So, no approach integrates the
user profile to estimate the correlation in topics generation. For the
fourth criterion, we note that none of the existing studies is able to
generate relationship between topics and none of them identifies
concepts from topics. The fifth criterion indicates that most of the
existing studies are generic domain [24],[21] and [12] are specific
domain. The last criterion gives an idea about the summary out-
put. All existing studies generate text information except [7] ,[15]
generating topics and the work of [25] generating a graph sum-
mary. The main contribution of this study relies on summarizing
a large corpus of textual data into graph model. It’s an automatic
approach based on hLDA algorithm and integrating user profile in
the summarization process. Our approach consists also of linking
the topic graph model of the relevant domain knowledge in order
to find relevant concepts and provide meaningful and concise sum-
mary. After extracting relevant concepts, we provide a personalized
visualization model according to the user preferences.
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Challenge 1 Challenge 2

approach C1 C2 C3 C4 C5 C6 C7

K Garcia et L Berton 2021 Document Simple No Analysis Tweet No Text

Fu et al 2020 Document Simple No Hierarchical topic-Aware general No Text

Barros et al 2019 Document Not mentioned No Abstractive General No Text

Rajendra et al 2019 Multi Document Not mentioned No Extractive General No Text

Cuong et al 2019 Document Not mentioned No Probabilistic General No Text

Zhang et al 2018 Document Simple No Topic Analysis Chinese tweets No Text

Hafeez et al 2018 Multi Document Simple No Extractive Specific No Text

Shiva et al 2018 Document Simple No Extractive General No Text

Litvak et al 2017 Multi Document Simple No Extractive General No Text

Amplayo et al 2017 Document Simple No Extractive General No Text

Wu et al 2017 Multi Document Simple No Extractive Specific No Text

Singh et al. 2017 Multi Document Simple No Extractive General No Text

A. Bashri et al 2017 Document Not mentioned No Extractive Specific No Text

Putri et al 2017 Multi Document Simple No Extractive Specific No Text

Huang et al 2016 Multi Document Simple No Extractive Specific No Text

Lim et al. 2016 Document Not mentioned No Baysien Hierarchical General No Topics

Irawan et al 2016 Document Not mentioned No Extractive General No Text

Silvia et al 2014 Document Simple No Extractive Specific No Text

Kim et al .2012 Document Simple No Extractive Specific No Topics

Table 1: Qualitative Comparison of text Summarization Approaches based on topic modeling

4 METHODOLOGY
Our hLDA-based summarization learningmethod, called Learn2Sum,
uses text information as the data source and the domain knowledge
to automatically generate meaningful and concise summary con-
cepts and inter-relationships taking into account the user’s profile.
Lear2Sum aims mainly at (i) generating topics and topic hierarchies
and (ii) matching the resulted hierarchies with the user profile
model to estimate the correlation between a given query and the
user search. Learn2Sum framework is shown in Figure 1. The pro-
posed architecture consists of four phases : (1) Text preprocessing,
(2) Topic extraction, (3) Building graph model, (4) Modeling user
profile and (5) Visualizing topic graph. We detail them in what
follows.

4.1 Pre-Processing phase
Preprocessing is an important task and critical step in NLP, it con-
sists of transferring text from human language to machine-readable
format and it affects substantially the results of the experiments.
The preprocessing stage is important to structure the unstructured
text and keep the keywords which are useful to represent the cate-
gory of text topics. Natural language text can contain many words
with no specific meaning, such as prepositions, pronouns, etc. So,

Figure 1: Architecture of our proposed system

after a text is obtained the preprocessing process consists of four
steps : (i) Data cleaning consisting of shrinking the size of the
vocabulary by converting the characters to lowercase, deleting num-
bers, symbols and removing punctuation. It involves transforming
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raw data into an understandable format. (ii) Data tokenization, in
this step, we tokenize each word in the source code to remove some
numbers and punctuation marks.(iii) Data Split, we was split the
given text into sentences and each sentence were split into tokens
(Words). (iv) Removing stop words : we remove common English
language stop words ("in, it, for") and key words ("int, return") to
reduce the noise and (v) Data stem, we stem the corpora to reduce
the vocabulary size (e.g., "changing" becomes "change": a word can
have different forms in the singular, plural, tenses, and different
parts of speech tags. For instance, going, goes, gone, and went all
words have the base form ‘go’).

4.2 Topic Extraction
In this module, we used HLDA [27] because it properly conveys
the relevance and structure of the topics. It is able to extract the
relations between topics (parent-child and sibling relations) in order
to visualize the topic hierarchy output. Moreover, a tree can be
viewed as a nested sequence of partitions. Each topic, seen again
as a probability distribution across words, is associated with a
node in the tree, and therefore, each path is associated with an
infinite collection of topics. We used a stochastic process called
nested Chinese Restaurant Process (nCRP)[40] that represents an
influential non parametric Bayesian used as a prior distribution
to help to learn a tree structure and to organize a topic hierarchy
into an L-level tree rather than a flat structure. The figure 2 is a

Figure 2: Graphical representation of HLDA model

graphical representation of hLDAmodel showing different variables
of nCRP integrating with finite L-levels and infinite depth tree can
be estimated by fixing L to a large number. Suppose a tree with
L-levels, each node of the tree only, except leaves with infinite
children. The root node has ID1 and each node of the tree has
also unique IDs. It is shown the extracted topics in the form of
L-level tree. Each topic is represented by tree node t and topic is
associated with a distribution over words. All topics and nodes have

1-1 correspondence. The probability distribution of different paths
(c1, c2..cn) on a tree defines by nCRP. The basic steps in nCRP to
generate documents with L-level tree is:

• Select the path from the root to the leaf of a tree.
• Draw a vector \ for the topic mixing proportion from a
Dirichlet with L-dimension.

• Generate thewords in a documentwith themixing proportion,\
from the distribution of topics along the path.

In hLDA model, all documents are allocated with a path following
nCRP technique. All the words win a document d are distributed
by a mixture of the topics representing the mixing proportion of
a document shown in the algorithm 1. Following is the genera-
tive process used to draw a document from a textual corpus: The
principle of hLDA consists of:

• Each node N in the tree is assigned to a topic T.
• Each path of length L in the tree consists of L topics.
• A probability distribution P over the topics in the path is
defined using the stick-breaking distribution.

We provide below the hlda algorithm used to generate our Topic
graph representation.

ALGORITHM 1: Generative process Hlda
Input: large corpus D= d1, d2, d3.. dn
Output: Topic Tree
L the height of topical tree ;
Iter the iteration number of Gibbs sampling ;
𝛼 , 𝛽 , \ : hyperparameters ;
Associate the distribution of vocabulary over topic Z with the node in
Topic Tree ;
for each node Z ∈ 𝑇𝑜𝑝𝑖𝑐𝑇𝑟𝑒𝑒 𝑑𝑜

draw a topic 𝛽 Z ∼ 𝐷𝑖𝑟 ( )
end for ;
for each document d ∈ 1, .., 𝐷 𝑑𝑜 𝐿𝑒𝑡𝑐𝑚, 1𝑏𝑒𝑡ℎ𝑒𝑟𝑜𝑜𝑡𝑛𝑜𝑑𝑒
Let the root c1 ;
for each Level L ∈ 2, .., 𝐿𝑑𝑜 𝐷𝑟𝑎𝑤𝑡ℎ𝑒𝑚𝑖𝑥𝑖𝑛𝑔𝑝𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛𝑜 𝑓 𝑡𝑜𝑝𝑖𝑐

For every position n ;
choose a path for the node by
drawing the level Z dn ;
if 𝛼1 = 𝛼𝑍 𝑑𝑖𝑠𝑝𝑙𝑎𝑦𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛

end ;

4.3 Building Topic Graph Model
This phase aims to transform the textual information into a sum-
mary graph representation-based on extracted topics. It aims firstly
at filtering themost relevant data that must be summarized and then
constructing a topic graph summary. We propose a new method
transforming the textual information into a model-based graph
where relevant topics representing user profile preferences are rep-
resented as nodes named Topic Node (TN), and relationship named
Topic Relationship (TR) between the nodes. The Topic Graph Model
(TGM) i a graphical representation of the extracted topic hierarchy.
It is represented by topic nodes and the relationships between them.
The proposed TGM defines two main components: Topic Node and
Topic Relation.
Formally: TGM =(TN,TR)Where:
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TN = (IdN, NameN, Val,label) where:

IdN: is the node identifier
NameN:is the node name
Val: is the a value for each node terms
label: is a probability value distribution

TR= (IdR, NameR, nS,nD, label(Length of path= L)Where:

IdDR: is the relation identifier
NameDR: is the relation’s name
dnS: is the topic node source of the relation ri
dnD: is the topic node destination of the relation ri
Label: length between nodes represented number of topic (it repre-
sent relation labeled)
To model the similarity between the user preference’s nodes and
generated ones, we assign a weight as an edge label representing a
probability calculated using the semantic formula using a Euclidean
distance. So, matching user profile with topic graph model is an
automatic process based on similarity, calculating between terms
representing the user profile and the topics generated by hLDA
algorithm. There are a large number of similarity measures in the
literature used to find the text similarity. The most used similar-
ity measures are Cosine measure, Jaccard similarity and Euclidean
similarity, etc. In our approach we use Euclidean distance:√√√

𝑘=1∑︁
𝑁

|𝑡𝑜𝑝𝑖𝑐𝑠𝑖𝑘 − 𝑢𝑠𝑒𝑟𝑡𝑜𝑝𝑖𝑐𝑠 𝑗𝑘 |2.

Figure 3 shows an example of topics hierarchy generated by hlda
algorithm from radiology reports.

Figure 3: Part of topics hierarchy generated from radiology
reports

4.4 User profile modeling
The ultimate goal of the user profile module is to take into account
the user’ needs. The purpose of this module consists of assigning
extracted topics to the appropriate user. The user whose profile
matches with the resulting topics. 2. Formally, User profile is de-
fined as bellow:
UP= (Id, PD, TUM, AT, Not Allowed Topic, Interested Topic,
Score Interested Topic, Not Interested topic, Score Not Inter-
ested Topic, Search History)Where

ALGORITHM 2: Transformation method based on Topic Model-
ing and user profile requirements
Input: large corpus D= d1,d2,d3..dn
Output: TGM= TN,TR) topic graph summary of the given document
based on topic node (TN) and topic relation (TR);
begin;
step1: Preprocess the textual corpus (i.e. stop word removal,
punctuation removal, lemmatization,);
SET cleaned textual document ;
FOR EACH di ∈ 𝑐𝑜𝑟𝑝𝑢𝑠𝐷 𝑆𝐸𝑇𝑐𝑙𝑒𝑎𝑛𝑒𝑑𝑑𝑎𝑡𝑎

Remove unnecessary characters (document);
Update cleaned date ;
Tokenize and Remove stopwords (cleaned data) ;
Update cleaned data ;
Genarate BIGRAMS and TRIGRAMS (cleaned data);
Update cleaned data Lemmatize Tokens ;
ADD cleaned data TO cleaned dataset;
SET dataset dictionary Generate Dictionary ;
SET dataset corpus ;
Generate Corpus (cleaned textual document);
end for ;
step2 using hLDA on input corpus;
Create a set of topic ( using hLDA on input document);
Generate an hierarchie (prior distibution) ;
step3:construct user profile ;
modeling what it’s allowed to be visualized in the profile;
modeling interests and attribute scores ;
modeling User search history;
Construct topic nodes;
construct topic relations;
step4 : Matching user profile with topic graph model;
calculate similarity between set of topics generate with hlda and user
profile topics;
applied Euclidean Distance similarity measure√√√

𝑘=1∑︁
𝑁

|𝑡𝑜𝑝𝑖𝑐𝑖𝑘 − 𝑢𝑠𝑒𝑟𝑡𝑜𝑝𝑖𝑐 𝑗𝑘 |2

step5:visualized topic graph summary;
Return TGM (TN, TR);
end ;

PD: Personnal data, is a set of attributes= p1, p2..pn
TUM: Type user model which can be explicit,or implicit
AT: Allowed Topic is a set of topic allowed to be visualized by the
user. AT: val non interest topic = vt1, vt2, v3.. vtn
Not Allowed topic : set of topic that permit to visualized: val-non
interest topic= wt1, vt2, vt3..vtn
Interest topic: set of topic that permit to visualized: val-non interest
topic= vi1, v2,vi3..vin,score v1.. socre vn
Not interset topic: set of topic that unallowable to visualized: val
non interest topic=w1,w2,w3..wm,scorew1..scorewm
Search history: set of topic that user search, (interest topic, score),
allowed topic: st1, st2..stn, vi1, vi2, vi3..vin, score vi1..socre vin,
vt1,vt2,v3..vtn. The algorithm 2 describes all different steps of our
proposed approach.
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4.5 Topic graph visualization
This module is responsible for the visual representation of data. It
provides visual and interactive visualization and includes interac-
tive techniques to graphically represent the summary.It allows to
rapidly find insights in data.

Figure 4: Topic graph based on user profile generated

In figure 4 a topic graph based on user profile is represented
mainly by 3 different colors representing the topic node type. The
red node represents the interest topics for user, the blue node repre-
sents the generated topic from hlda algorithm, and the green node
represents the allowed topics to user.

5 EXPERIMENTAL ANALYSIS
Our experiments focused on themedical domain.We used a Pubmed
dataset containing 100 textual documents. PubMed is a free resource
supporting the search and retrieval of biomedical and life sciences
literature with the aim of improving health–both globally and per-
sonally. The PubMed database contains more than 33 million cita-
tions and abstracts of biomedical literature. It does not include full
text journal articles; however, links to the full text are often present
when available from other sources. In this paper, we used Recall-
Oriented Understudy for Gisting Evaluation (ROUGE)[29]. ROUGE
is used to measure the summarization performance, which is widely
applied by Pubmed for performance evaluation. It measures the
quality of a summary by counting the unit overlaps between the can-
didate summary and a set of reference summaries. We used ROUGE
metric in order to measure the performance of our summary with-
out integrating the user profile and when incorporating it in the
summary process. ROUGE-1 and ROUGE-2 are used to compute
the F-measure, precison and recall value for unigram and bigram
between the system and reference summaries. The F-measure is
used to measure the clustering performance so it’s obtained from
the measurement of recall and precision. Recall is used to calculate
the ratio of acquired relevant documents by the total number of
documents in documents collection. Meanwhile, precision is used
to measure the ratio of the retrieved relevant documents number
with a whole number of retrieved document.

Precision = RelevantTopics ∩𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑𝑇𝑜𝑝𝑖𝑐𝑠/𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑𝑇𝑜𝑝𝑖𝑐𝑠
Recall = 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡𝑇𝑜𝑝𝑖𝑐𝑠 ∩ 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑𝑇𝑜𝑝𝑖𝑐𝑠/𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡𝑇𝑜𝑝𝑖𝑐𝑠

Fscore = 2 * Precision Recall / Precision + Recall

Also, we evaluate our approach among existing ones. Our objec-
tive was to demonstrate the importance of relationships between
topics and the role of the matching of user profile based on topic
with the topic graph model construct to guarantee the pertinence
and consistence of information.

Table 3: Comparison text summarization methods for F-
Measure into ROUGE 1 / ROUGE2

approach ROUGE1 ROUGE2
Fu et˙al. 2020 0.420 0.193
Ramesh˙et al 2021 0.422 0.198
Proposed method 0.426 0.201

Table 4: Comparison text summarization methods for Preci-
sion into ROUGE 1 / ROUGE2

approach ROUGE1 ROUGE2
Fu et˙al. 2020 0.176 0.059
Ramesh˙et al 2021 0.179 0.063
Proposed method 0.181 0.067

Table 5: Comparison text summarization methods for Recall
into ROUGE 1 / ROUGE2

approach ROUGE1 ROUGE2
Fu et˙al. 2020 0.549 0.186
Ramesh˙et al 2021 0.556 0.189
Proposed method 0.601 0.192

To evaluate the effectiveness of the proposed method, we Have
compared the results with different text summarization Methods
mentioned in our related work show in 3,4 and 5 with respect to
F-measure, Precession, and Recall for ROUGE-1, ROUGE-2 met-
rics. We consider that taking a relationship for topic modeling in
the summarization process influenced in the pertinence and the
performance to generate an effective and robust summary also we
validate the primordial role of summarization oriented user pro-
file to generate a performed results that satisfy the user’s need of
relevant.

6 CONCLUSION
In this paper, we investigated ways to automatically discover a
hierarchical topic modeling with user profile incorporating. So
our work proposes a new text transformation method based on
the unsupervised hLDA algorithm and incorporating user profile.
However the existing techniques usually favor brevity instead of
incorporating all the essential information presentwithin the source
large corpus. We used topic modeling to identify salient topics
present in a document to be summarized and have generated topic
graph text around those node topics and relation topics and we
ameliorate results into user profile integration .In the future work
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we will interested for generate concepts from topics by matching
topic graph model with domain ontology such as (umls).
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