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Sensitivity analysis and optimal control for a contact
problem with friction in the linear elastic model

Loic Bourdin? Fabien Caubet! Aymeric Jacob de Cordemoy*
July 8, 2023

Abstract

This paper investigates, without any regularization procedure, the sensitivity analysis of a
mechanical contact problem involving the (nonsmooth) Tresca friction law in the linear elastic
model. To this aim a recent methodology based on advanced tools from convex and variational
analyses is used. Precisely we express the solution to the so-called Tresca friction problem
thanks to the proximal operator associated with the corresponding Tresca friction functional.
Then, using an extended version of twice epi-differentiability, we prove the differentiability of
the solution to the parameterized Tresca friction problem, characterizing its derivative as the
solution to a boundary value problem involving tangential Signorini’s unilateral conditions.
Finally our result is used to investigate and numerically solve an optimal control problem
associated with the Tresca friction model.

Keywords: Sensitivity analysis, optimal control, contact mechanics, Tresca’s friction law, Sig-
norini’s unilateral conditions, variational inequalities, proximal operator, twice epi-differentiability.

AMS Classification: 49J40, 74M10, 74M15, 35Q93.

1 Introduction

General context and motivation. On the one hand, optimal control theory is the mathe-
matical field aimed at finding the control of a given system that allows to minimize a given cost
while satisfying given constraints. In order to numerically solve an optimal control problem, the
numerical descent methods usually require to compute the gradient of the cost functional which
usually depends on the solution to a partial differential equation with given boundary conditions.
Therefore a crucial point is to perform the sensitivity analysis of the solution to the boundary
value problem with respect to perturbations, in order to characterize its derivative.

On the other hand, contact mechanics is the engineering field that describes the deformation
of solids that touch each other on parts of their boundaries. A classical mechanical setting consists
in a deformable body which is in contact with a rigid foundation, possibly sliding against it which
causes friction on the contact surface. This friction can be mathematically modeled by the so-called
Tresca friction law (see, e.g., |20]) which appears as a boundary condition involving nonsmooth in-
equalities depending on a friction threshold. Mechanical contact problems are usually investigated
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through the theory of variational inequalities, and the Tresca friction law causes nonlinearities and
nonsmoothness in the corresponding variational formulations.

As a consequence, in order to investigate optimal control problems with mechanical contact
models involving the Tresca friction law, we have to perform the sensitivity analysis of nonsmooth
variational inequalities. The standard methods found in the literature usually consist in regulariza-
tion (see, e.g., [7] or [19, Section 10.4 Chapter 10]) and dualization (see, e.g., [31, B2]) procedures.
In a nutschell, regularization consists in replacing the nondifferentiable term by its Moreau’s enve-
lope to approximate the optimization problem associated with the model, thus the corresponding
optimality condition is replaced by a smooth variational equality instead of a nonsmooth varia-
tional inequality. However this method does not take into account the exact characterization of
the solution and perturbs the nonsmooth nature of the original physical model. The dualization
method consists in describing the primal/dual pair of the model as a saddle point of the associated
Lagrangian. The dual model leads to a characterization of its solution that involves only projection
operators and thus Mignot’s theorem (see [22]) about conical differentiability can be applied. With
this method, the derivative of the solution to the primal model, with respect to perturbations, can
be obtained but is characterized only implicitly, due to the presence of dual elements.

In this paper the sensitivity analysis is performed using a recent methodology, already used in
our previous papers [3], [, [0, 18], based on advanced tools from convex and variational analyses
such as the notion of prozimal operator introduced by J.J. Moreau in 1965 (see [24]) and the notion
of twice epi-differentiability introduced by R.T. Rockafellar in 1985 (see [26]). This methodology
allows us to preserve the original nonsmooth nature of the model, that is, without using any
regularization procedure, and to work only with the primal model.

Objective and methodology. The present work follows from our previous papers [3, [10] in
which the sensitivity analysis of boundary value problems involving the scalar version of the
Tresca friction law are performed. In this new paper we focus on the classical Tresca friction law
which is about the linear elastic model. Precisely we consider the (parameterized) Tresca friction
problem given by

—div(Ae(uy)) = fr in Q,
uy = 0 on I'p,
on(ut) = hy on I'y, (TP:)
|or(ue)|l < g¢ and ue, - o7 (ue) + g lug, | = 0 on I,

for all t > 0, where Q C R? is a nonempty bounded connected open subset of R?, with d €
{2,3} and with a C'-boundary denoted by I' := 9Q (see Remark for comments on this C!-
regularity assumption), where n is the outward-pointing unit normal vector to I' and where the
boundary is decomposed as I' =: T'p UT'y, where I'p and 'y are two measurable (with positive
measure) pairwise disjoint subsets of T' such that almost every point of I'y belongs to intr(I'x)
(see Remark for comments on this last assumption). Recall that, in linear elasticity, A is
the stiffness tensor, e is the infinitesimal strain tensor, o, is the normal stress and o, is the shear
stress (see Section [3| for details). Moreover ||-|| stands for the usual Euclidean norm of R¢ and
we assume that f; € L2(Q,R%), hy € L?(I'y) and g; € L?(I'y), with g; > 0 almost everywhere
on I'y, for all t > 0. Finally we recall that the tangential boundary condition on I'y is known
as the Tresca friction law. The main difference with respect to our previous paper [3] is that we
work here on the linear elastic model, which implies several non-trivial technical adjustments, in
particular for the computation of the twice epi-differentiability of the Tresca friction functional
(see Subsubsection for details).

The main objective of this work is to characterize the derivative of the map t € Ry — u; €
HE(Q,RY) at t = 0, where HL(Q,R?) := {w € HY(Q,RY) | w = 0 a.e. on I'p} and where the



abbreviation a.e. stands for almost everywhere. However the norm [|-|| which appears in the
Tresca friction law generates nonsmooth terms in the variational formulation of Problem (TP,
given by: find u; € H}(Q,RY) such that

/ Ae(ur) : efw — ug) + / gt - | — / gt llues | > / fo- (w - ug)
Q I'n I'n Q
+/ b (wn — Ugy) Yw € HY (Q,RY),
I'n

for all ¢ > 0. Nevertheless recall that u; can be expressed, using the proximal operator (see
Definition [2.3)), as
U = proxg,. (Fr),

where F; € HE(Q,R9) is the unique solution to the (smooth) parameterized Dirichlet-Neumann
problem given by: find F; € H(Q,R?) such that

/ Ae(Fy) i e(w) = / fe-w+ hiwy, vw € HE)(Q,RY),
Q Q I'n

for all ¢ > 0, and where ® is the parameterized Tresca friction functional defined by
d: Ry x H]B(Q,Rd) — R
(tw) > @tw) = [ ol
I'n
Similarly to our previous paper [10], to deal with the differentiability (in a generalized sense) of the
parameterized proximal operator proxg .y : HE(Q,RY) — HE(Q,RY), we will invoke the notion
of twice epi-differentiability for convex functions introduced by R.T. Rockafellar in 1985 (see [26])
which leads to the protodifferentiability of the corresponding proximal operators. Actually, since
the work by R.T. Rockafellar deals only with nonparameterized convex functions, we will use

instead the recent work [2] in which the notion of twice epi-differentiability has been extended to
parameterized convex functions (see Definition [2.12)).

Main result. With the previous methodology and under some appropriate assumptions de-
scribed in Theorem we prove that the map t € Ry — u;, € HL(Q,R?) is differentiable
at t = 0, and its derivative u, € Hj (Q,R?) is given by

r /
Uy = PIOXD2g (ug| Fo—uo) (£0)

where D2®(ug|Fy — ug) stands for the second-order epi-derivative (see Definition [2.12)) of the
parameterized Tresca friction functional ® at ug for Fy — ug, and where F} € HL (Q,R?) is the
derivative at t = 0 of the map t € R, — F; € H} (9, R?). Moreover we prove that uj, € Hi (0, R?)
exactly corresponds to the unique weak solution to the tangential Signorini problem

. PN .
—div(Ae(ug)) = f§ in Q,
uy =0 on I'p,
/ /
on(ug) = hj on I'y,
o
’LLO_,_ =0 on FN;O~907
! Jdo /A /o, _Uor U0 — _ U0, .
o () + iy (uh, — (ub, - ooy ) oy ) = —gbyisy on Dygon,
/ or(up) / 1 o (uo) o, (uo)
up, € BT, (o, (up) — gh Z=iied ) - =lte) < 0
and ug_ - (o7 (up) — gé%) =0 on I'yuo.90,



where I'y is decomposed (up to a null set) as I'yzo.90 Ul'yu0.00 Ul'y 090 (see details in Theorem 3.23),

and where, for almost all s € I'yzo.90, R,%&))(S) :={y € R? | 3v < 0 such that y = 1/%}.

Here f € L%(Q,RY) (vesp. by € L3(I'y)) is the derivative at ¢t = 0 of the map t € Ry + f; €
L2(Q,R?) (resp. of the map t € Ry + h; € L2(I'y)) and g) € L?(I'y) is the map defined, for
almost every s € I'n, by g§(s) := limy_,o+ M.

We emphasize that the boundary conditions which appear on I'yuo0.90 are called the tangential
Signorini’s unilateral conditions. They are close to the classical Signorini’s unilateral conditions
which describe a non-permeable contact (see, e.g., [29, 30]) except that, here, they are concerned
with the tangential components (instead of the usual normal components). Roughly speaking
our main result claims that the tangential Signorini’s solution can be considered as first-order
approximation to the perturbed Tresca’s solution.

Application to an optimal control problem. The above sensitivity analysis allows us to
investigate the optimal control problem given by

minimize J(z),
z€U

where J is the cost functional given by
J: V. — R
2 = J() = 5 el rs + 5 1620y »
where V is the open subset of L°°(T'y) defined by
V:i={zeL*®({N) | 3C(2) >0, l(z) > C(z) a.e. on I'n},

where £ is the map defined by z € L>°(I'x) — £(2) := g1 + z92 € L>°(I'x), where g; € L>(I'x)
with g1 > m a.e. on I'y for some positive constant m > 0 and g € L>°(I'x) such that ||ga||r,e(ry) >
0, and where u(/(z)) € H5(Q,RY) stands for the unique solution to the Tresca friction problem
given by

—div(Ae(u)) = f in Q,
u =0 on I'p,
on(u) = h on Iy, (CTPy(z))

llor ()] < £4(2) and u; - o (u) + €(2) ||u-|| =0 on I'x,

where f € L2(Q,R9) and h € L?(I'y), where 8 > 0 is a positive constant and where U is a given
nonempty convex subset of V such that I is a bounded closed subset of L?(I'y). Note that the
first term in the cost functional J corresponds to the compliance, while the second term is the
energy consumption which is standard in optimal control problems (see, e.g., [21]).

We prove in Theorem that the cost functional J is Gateaux differentiable on V, and its
Gateaux differential at any zo € V, denoted by dgJ(20), is given by

daJ (20)(2) = /

[ mewﬁwwﬁ—wmm+/ B2 (g1 + 092)

g, 0(20) T wg,e(z0) YT g, e(z0)
Npo-£(zo Nyo-£(z0 Nuo-£(z0

for all z € L>°(I'x), where ug := u(€(z0)) is the solution to the Tresca friction problem (CTP,.,)),
and where I'y is decomposed (up to a null set) as I uo.ezo) U FN;().Z(ZU) U T (uo.ez0) -

The expression of the Gateaux differential of 7 allows us to exhibit an explicit descent direction
of J (see Subsection for details). Hence, using this descent direction together with a basic pro-
jected gradient algorithm, we perform numerical simulations to solve the optimal control problem
on a two-dimensional example.



Organization of the paper. The paper is organized as follows. Section [2] is dedicated to
some basic recalls from convex, variational and functional analyses used throughout the paper.
Section [3] is the core of the present work: in Subsection we introduce three boundary value
problems that are involved all along the paper; in Subsection the sensitivity analysis of the
Tresca friction problem is performed. Finally, in Section [l we investigate an optimal control
problem and numerical simulations are performed to solve it on a two-dimensional example.

2 Preliminaries

2.1 Reminders from convex and variational analyses

For notions and results presented in this section, we refer to standard references such as [I1,
23, 25] and [27, Chapter 12|. In what follows (H, (-,-);,) stands for a general real Hilbert space.

Definition 2.1 (Domain and epigraph). Let ¢ : H — RU {+oco}. The domain and the epigraph
of ¢ are respectively defined by

dom (¢) :={x € H | ¢p(x) < +o0} and epi(9):={(z,v) e H xR | ¢(zx) <v}.

Recall that ¢ : H — RU{4o0} is said to be proper if dom(¢) # 0 and ¢(z) > —oc for all z € H.
Moreover, ¢ is a convex (resp. lower semi-continuous) function on H if and only if epi(¢) is a convex
(resp. closed) subset of H x R.

Definition 2.2 (Convex subdifferential operator). Let ¢ : H — R U {400} be a proper function.
We denote by 0¢ : H = H the convex subdifferential operator of ¢, defined by

9¢(z) :={y e H|Vz €M, (y,2—x)y < d(2) — d(x)},
for all x € H.

Definition 2.3 (Proximal operator). Let ¢ : H — R U {400} be a proper lower semi-continuous
convex function. The proximal operator associated with ¢ is the map prox, : H — H defined by

1
prox(z) := argmin |é(y) + o fly — zll3,| = T+ 0¢) 7" (x),
yeEH

for all x € H, where 1 : H — H stands for the identity operator.

The proximal operator have been introduced by J.-J. Moreau in 1965 (see [24]) and can be
seen as a generalization of the classical projection operators onto nonempty closed convex subsets.
It is well-known that, if ¢ : H — R U {400} is a proper lower semi-continuous convex function,
then ¢ is a maximal monotone operator (see, e.g., [25]), and thus the proximal operator prox is
well-defined and a single-valued map (see, e.g., [11l, Chapter II]).

We pursue with the following classical result which will be crucial to prove the existence of a
unique weak solution to the tangential Signorini problem (see Proposition .

Proposition 2.4. Let ¢ : H — R be a Fréchet differentiable convex function and C be a nonempty
convex subset of H. Lety € C and x € H. Then the following variational inequalities are equivalent:

(1) w(2) —p(y) > (@ —y,z2—y)y, Vz2€C;
(i) (Ve),z—y)y = (@ —1y,2— )y, vz e C.



In what follows, some definitions related to the notion of twice epi-differentiability are recalled
(for more details, see [27, Chapter 7, section B p.240] for the finite-dimensional case and [14] for the
infinite-dimensional one). The strong (resp. weak) convergence of a sequence in H will be denoted
by — (resp. —) and note that all limits with respect to ¢ will be considered for ¢ — 0.

Definition 2.5 (Mosco-convergence). The outer, weak-outer, inner and weak-inner limits of a
parameterized family (A:¢)eso of subsets of H are respectively defined by

limsup 4; := {5C €M | I(tn)neny — 07,3 (Tn)peny = z,Vn €Nz, € Ay }
w-limsup A; = {x € H | Itp)nen — 01,3 (Tn)peny — ¢, Vn € Ny, € Atn} ,
liminf 4, = {z€H|Y(tn)nen = 07,3 (20),eny = #,IN €N,V > Nz, € Ay, },
(tn) (n)

w-liminf Ay = {zeH |V —z,AN eN,Vn > N,z, € 4, }.

neN

The family (Ai)iso is said to be Mosco-convergent if w-limsup A; C liminf A;. In that case all
the previous limits are equal and we write

M-lim A; := liminf A; = limsup A; = w-liminf A; = w-lim sup 4;.

Definition 2.6 (Mosco epi-convergence). Let (¢¢)i>0 be a parameterized family of functions ¢y :
H — RU{Zo0} for allt > 0. We say that (¢¢)i>0 is Mosco epi-convergent if (epi(¢:))iso is Mosco-
convergent in H X R. Then we denote by ME-lim ¢; : H — RU {00} the function characterized
by its epigraph epi (ME-lim ¢;) := M-lim epi(¢;) and we say that (¢¢)i>0 Mosco epi-converges
to ME-lim ¢;.

The proof of the next proposition can be found in [8, Proposition 3.19 p.297].

Proposition 2.7 (Characterization of Mosco epi-convergence). Let (¢:)i>0 be a parameterized
family of functions ¢¢ : H — R U {xoo} for allt > 0 and let ¢ : H — RU {£o0}. Then (é+)i>0
Mosco epi-converges to ¢ if and only if, for all x € H, the two conditions:

(i) there exists (x¢)t=0 — = such that limsup ¢¢(x:) < ¢(x);
(ii) for all (x¢)1>0 — @, iminf ¢ (24) > ¢(x);
are both satisfied.
Now let us recall the notion of twice epi-differentiability introduced by R.T. Rockafellar in 1985

(see [26]) that generalizes the classical notion of second-order derivative to nonsmooth convex
functions.

Definition 2.8 (Twice epi-differentiability). A proper lower semi-continuous convex function ¢ :
H — RU{+o0} is said to be twice epi-differentiable at x € dom(¢) for y € dé(x) if the family of
second-order difference quotient functions (52¢(x | y))i>o defined by

Zo(z|y): H — RU{+o0}
L, flattz) —¢t(2$) —t<y,Z>H,

for allt > 0, is Mosco epi-convergent. In that case we denote by
d2¢(x | y) == ME-im 67¢(z | y),

which is called the second-order epi-derivative of ¢ at x for y.



Remark 2.9. In the case where ¢ is twice Fréchet differentiable at x € H, then ¢ is twice epi-
differentiable at x for V¢(z) and

Polw | Vo)) () = 5D%0()(,2), Ve H,

where D?¢(z) stands for the second-order Fréchet differential of ¢ at . Note that the factor 1 could
2

be removed if the family of second-order difference quotient functions is defined with a factor % in
the denominator (see the original definition in [26]).

Before proving the twice epi-differentiability of the support function of a nonempty closed
convex set, let us recall the definition of the normal cone.

Definition 2.10 (Normal cone). Let C be a nonempty closed convex subset of H. The normal
cone to C at y € C is the nonempty closed convex cone of H defined by

Ne(y) =={zeH|(z,c—y)y <0,Vce C}.

The following proposition is an extension of a result proved in [I4, Example 2.7 p.286] that will
be useful in Section [3[ to compute the twice epi-differentiability of the tangential norm map (see

Lemma [3.20)).

Proposition 2.11. Let {c be the support function of a nonempty closed convexr subset C of H
defined by

fc: H — RU{"‘OO}

. — Eolx) = sup(z,y)y .
yeC

Then, for all z € C+ := {z € H | (2,¢)5, = 0,Vc € C}, one has 0éc(z) = C and & is twice
epi-differentiable at x for any y € C with

d2éc(z | y) = v (),

where txq () stands for the indicator function of Nc(y) defined by inyy)(2) := 0 if 2 € Ne(y),
and tnq(y) (2) := 400 otherwise.

Proof. Let x € C*. From [I7, Lesson EJ, it holds that:
(i) y € Oc(z) & x € dic(y) @y e C;
(i) if y € C, then z € No(y) & &c(2) = (2,9) %-

From the first item one deduces that 9¢c(x) = C. Let y € C and let us prove that h¢ is twice epi-
differentiable at x for y. To this aim we use Proposition Consider z € N¢(y) and thus c(z) =
(y, z). By considering the sequence z; := z for all ¢ > 0, one gets

5r6o(x [ y)(z1) = oz +tz) — 5;(:1:) —t(y,2)4 _

SUD.cc <(E + tZ, C>’H —1 <y7 Z>H _ 50(’2) _ fc(Z) -0
12 t ’

Moreover, since d62¢c(x | y)(v) > 0 for all v € H, one deduces that d2¢c(x | y)(z) = 0. Now
consider z ¢ Ng(y). There exists ¢y € C such that (z,co)y > (2,9)4, thus c(2) > (2,)y-



Consider any sequence (zt),-, — 2. Since {c is convex and lower semi-continuous, then ¢ is also
weakly lower semi-continuous (see, e.g., [I2, Corollary 3.9 p.61]), thus one has

limin o() > €o() and (g, 70hp — (9 2)ye
when ¢ — 07. Therefore there exists € > 0 such that

_ §C(Z) - <y7Z>H fC(z) - <y7Z>H

£C(Zt) 2 EC(Z) and - <ya Zt>’,‘-[ 2 - <y7 Z>’H -

4 4 ’
for all £ < e, and thus
zt) — (Y, 2 z)—(y,z
when ¢t — 0. Hence d?¢c(x | y)(2) = +oo which concludes the proof. O

In the above classical definition of twice epi-differentiability, the function ¢ does not depend
on the parameter t. However, in this paper, the parameterized Tresca friction functional does (see
Introduction). Therefore we will use an extended version of twice epi-differentiability which has
been recently introduced in [2]. To this aim, when considering a function ® : Ry x H — RU{+o0}
such that, for all ¢ > 0, ®(¢,-) is a proper function on H, we will make use of the two following
notations: 0®(0, -)(x) stands for the convex subdifferential operator at € H of the map w € H —
®(0,w) € RU{+occ}, and ®71(-,R) := {x € H |Vt >0, ®(t,z) € R}.

Definition 2.12 (Twice epi-differentiability depending on a parameter). Let ® : Ry x H —
R U {400} be a function such that, for allt > 0, ®(t,-) is a proper lower semi-continuous conver
function on H. The function ® is said to be twice epi-differentiable at z € ®~1(-,R) for y €
09(0,-)(z) if the family of second-order difference quotient functions (A2®(z | y))i>o defined by

A®(z|y): H — RU{+oco}
D(t tz) — O(t —t
L BT 000 )y
for allt > 0, is Mosco epi-convergent. In that case, we denote by

D2®(x | y) := ME-lim A?®(z | y),

which is called the second-order epi-derivative of ® at x for y.

Note that, if the function ® is t-independent in Definition then we recover Definition [2.§]
Finally the following theorem is the key point in order to derive our main result in this paper. It
is a particular case of a more general theorem that can be found in [2, Theorem 4.15 p.1714].

Theorem 2.13. Let ® : Ry x H — RU {400} be a function such that, for all t > 0, ®(t,-) is
a proper lower semi-continuous convex function on H. Let F': Ry — H and let v : Ry — H be
defined by

u(t) := proxg, . (F(t)),
for allt > 0. If the conditions:
(i) F is differentiable at t = 0;
(ii) ® is twice epi-differentiable at u(0) for F(0) —u(0) € 09(0,-)(w(0));
(iii) D2®(u(0)|F(0) — u(0)) is a proper function on H;
are satisfied, then u is differentiable at t = 0 with

u'(0) = ProXp2e(u(0)|£(0)—u(0)) (£ (0))-



2.2 Functional framework

Let d € {2,3} and © be a nonempty bounded connected open subset of R? with a C!-
boundary I' := 99 and n be the outward-pointing unit normal vector to I'. We denote by L2(£2, R%),
L2(I',RY), LY(T, RY), HY(Q,R%), HY/2(I',R%), H-'/2(T", R%) the usual Lebesgue and Sobolev spaces
endowed with their standard norms. Moreover the notation D(£2, R%) stands for the set of in-
finitely differentiable functions ¢ : Q@ — R? with compact support in €2, and D’(2, R¢) for the set
of distributions on 2. Moreover, all along this paper, we denote by : the scalar product defined
by B: C = Zgzl B; - C; for all B,C € R¥4 where B; € R? (resp. C; € R?) is the i-th line of B
(resp. C) for all i € [[1,d]]. In what follows we consider a decomposition I" =: 'y U Ty where I’y
and I'y are two measurable disjoint subsets of I'. Let us recall some embeddings useful in this
work, that can be found for instance in [I, Chapter 4, p.79], [9], [12], and [I3, Chapter 7, Section 2
p-395].

Proposition 2.14. The continuous and dense embeddings:
o H'(Q,RY)—HY2(I',R)—L3(T,RY)—H1/2(I', RY);
o L2(I',RY)—=LYT,R?);
o H'(Q,RY)—L2(Q,RY);
o H)* (I, RY) L2 (I, RY)—Hg, (11, RY);
are satisfied, where Héé2(F1,Rd) can be identified to a linear subspace of H'/2(I',RY) defined by
Héé2(F1,Rd) = {w e L*(T,RY) | v e H'(URY), v=w ace. onTy andv =0 a.e. onT>},
and Haol/Q (1, RY) stands for its dual space. Furthermore the dense and compact embedding
H'(Q,R?) < L*(I,RY),
holds true, and since d € {2,3}, then we have the continuous embedding H'(Q, RY)—L4(T,R?).

The next proposition is a particular case of a more general statement that can be found in [33]
Section 2.9 p.56].

Proposition 2.15. Letv € Haol/z(Fl,Rd). If there exists C' > 0 such that

(v, Wy p, poyxri2 g rey S CllWliee, ray »

for all w € Héé2(F1,Rd), then v can be identified to an element h € L2(I'1, R?) with

(s W72 o, mayxadf? oy ) = (I WLa(r, ze)

for all w € HY)(T'y, RY).
The next proposition, known as divergence formula, can be found in [6, Theorem 4.4.7 p.104].
Theorem 2.16 (Divergence formula). Let v € Hgj, (2, R?*4) where
Haiy (Q, R := {w € L?(Q,R™?) | div(w) € L*(Q, R},

and where div(v) is the vector whose the i-th component is defined by div(v); := div(v;) € L2(,R),
where v; € L2(Q,R?) is the i-th line of v for alli € [[1,d]]. Then v admits a normal trace, denoted
by vn € H™V/2(T',RY), satisfying

/ div(v) - w —|—/ v 2 Vw = (U0, W)yg-1/2(p ga)yxH1/2(1 RY) 5 vw € HY(Q,RY).
Q Q



3 Main result

In this section let d € {2,3} and © be a nonempty bounded connected open subset of R?
with a C!'-boundary denoted by I' := 9Q (see Remark for comments on this C!-regularity
assumption). We consider the decomposition

I'=TpuUly,

where I'p and 'y are two measurable (with positive measure) pairwise disjoint subsets of T such
that almost every point of I'y belongs to intr(I'y) (see Remark for comments on this last
assumption). We introduce H (€2, R?) the linear subspace of H! (2, R?) defined by

HL(Q,RY) == {w e H'(Q,RY) |w =0 ae onTp}.

Moreover, we assume that € is an elastic solid satisfying the linear elastic model (see, e.g., [28]),
that is

o(w) = Ae(w),
where o is the Cauchy stress tensor, A the stiffness tensor, and e is the infinitesimal strain tensor
defined by

1
e(w) := §(Vw +Vuw'),
for all displacement field w € H' (€2, R%). We also assume that all coefficients of A are measurable

(denoted by a,ji; for all (4,7, k,1) € {1, ..., d}4) and that there exist two constants a > 0 and v > 0
such that all coefficients of A and e (denoted by ¢;; for all (4,5) € {1, ..., d}2) satisfy

aijii(2) = ajir () = awij(z),  lagm()] < a,
and also
d d d d
YD g (wi)(@en(wa) (@) = v DY €s(wn)(@)eis (ws) (),
i=1 j=1k=1 =1 i=1 j=1

for all displacement field wy,ws € H}(Q, R?) and for almost all z € 2. Moreover, since I'p has a
positive measure, then we can deduce that

2
<'7'>H]13(Q,Rd): (Hll)(Qde)) — R

(w1, ws) +— Ae(wy) : e(wa),
Q

is a scalar product on HL (€2, R?) (see, e.g., [I5, Chapter 3]) and we denote by ||'||H]13(Q,Rd) the
corresponding norm. Moreover, from the assumptions on A, note that Ae(w) = AVw for all w €
HE(Q,R9).

We denote by n € C°(T") the outward-pointing unit normal vector to I'. Therefore, for any w €
L2(I',R%), one has w = wyn + w,, where w, := w-n € L2(I',R) and w, := w — wyn € L?(I',RY).
In particular, if the stress vector Ae(w)n is in L?(T'y, R?) for some w € H! (€2, R?), then we use the
notation

Ae(w)n = op(w)n + o (w),
where o, (w) € L2(I'y, R) is the normal stress and o, (w) € L2(I'y, R?) is the shear stress. We also
denote by |-|| the Euclidean norm on R? and, for all w € L(T,R%), ||w,|| € L?(T') is defined by

w,: T — R
s Jlw-(s)]l.
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The rest of this section is organized as follows. Subsection [3.I] introduces three boundary value
problems involved all along the paper: a Dirichlet-Neumann problem (see Problem ), a tan-
gential Signorini problem (see Problem ) and a Tresca friction problem (see Problem . In
Subsection the sensitivity analysis of the Tresca friction problem is performed and we establish
the main result of this paper (see Theorem .

3.1 Three boundary value problems
For the needs of this subsection, let us fix f € L2(2,R%). Only the proofs of Subsection

are detailed since the tangential Signorini problem is, to the best of our knowledge, new in the
literature. For the proofs of the other problems, they are classical and close to the ones presented
in [3] and thus they are left to the reader.
3.1.1 A problem with Dirichlet-Neumann conditions
Let z € L2(I'y,R%) and consider the Dirichlet-Neumann problem given by
—div(Ae(F)) = f in Q,

F =0 onIp, (DN)
Ae(F)n = z on I'y.

Definition 3.1 (Strong solution to the Dirichlet-Neumann problem). A (strong) solution to
the Dirichlet-Neumann problem (DN)) is a function F € H'(Q,R?) such that —div(Ae(F)) = f
in D'(Q,RY), F =0 a.e. onTp, Ae(F)n € L2(T'x, R?) with Ae(F)n = 2z a.e. on I'x.

Definition 3.2 (Weak solution to the Dirichlet-Neumann problem). A weak solution to the
Dirichlet-Neumann problem (DN) is a function F € HL (Q, R?) such that

/Ae(F):e(w): f-w—|—/ z - w, Vw € HE (Q,RY).
Q Q I'x

Proposition 3.3. A function F € H'(Q,R?) is a (strong) solution to the Dirichlet-Neumann
problem (DN)) if and only if F is a weak solution to the Dirichlet-Neumann problem (DNJ).

Using the Riesz representation theorem, we obtain the following existence/uniqueness result.
Proposition 3.4. The Dirichlet-Neumann problem (DN)) admits a unique solution F' € Hi (Q, R?).
Moreover there exists a constant C' > 0 (depending only on ) such that

1Pl .0y < € (I sz + 12lsry )

3.1.2 A tangential Signorini problem

In this part we assume that I'y is decomposed (up to a null set) as
I'vy=:Tnp U FNR U FNS,

where I'ng, I'ng, I'ng are three measurable pairwise disjoint subsets of I'y. Moreover let h €
L%(Tx), £ € L3(T'x), v € L>=(I'x, RY) such that [0l Loe Py urng Re) S 1, k€ L*(T'wy, ) such that k >
0 a.e. on I'yy, and we denote, for almost all s € I'ng, R_v,(s) := {y € R | 3v < 0 such that y =
vv,(s)}. The tangential Signorini problem is given by

11



—div(Ae(u)) = f  in £,
v =0 onlp,
on(u) =h onIy,
ur =0 onInNg, (SP)
or(u) + k (ur — (ur -v7)v,) = bv; on I'ng,

ur € R_vy, (07 (u) — lv;) - v, <0and uy - (0,(u) —lv;) =0  on I'ng.

Definition 3.5 (Strong solution to the tangential Signorini problem). A (strong) solution to
the tangential Signorini problem is a function u € H'(Q,R?) such that —div(Ae(u)) = f
in D'(Q,RY), u = 0 a.e. onTp, u; = 0 a.e. on I'ny, Ae(u)n € L2(Ix,RY) with on(u) = h
a.e. onI'n, or(u) +k(ur — (ur - v )vy) = boy ae. on I'ng, ur € Rovg, (07(u) — vy) - v <
0 and ur - (0-(u) —lv;) =0 a.e. on I'ng.

Definition 3.6 (Weak solution to the tangential Signorini problem). A weak solution to the tan-
gential Signorini problem (SP)) is a function u € K'(Q, R?) such that

LLMW%WWM>lﬁﬂWm+Aﬁ@r%H/)M%—M%—Wf%WMV%ﬂH

FNR

+ | o (wr—ur),  VweK'(QURY), (3.1)

where K(Q,RY) is the nonempty closed convex subset of Hi (Q,RY) given by
K, RY) = {we HL(Q,RY) | w, =0 a.e. on Ix, and wy € R_v; a.e. on Ing )

One can easily prove that a (strong) solution to the tangential Signorini problem is also a
weak solution. However, to the best of our knowledge, without additional assumptions one cannot
prove the converse. To get the equivalence, one can assume, in particular, that the decomposi-
tion I'p U I'ng U'ng UT'ng of T is consistent in the following sense.

Definition 3.7 (Consistent decomposition). The decomposition I'p UT'n, U'n, U'ng of T is said
to be consistent if:

(i) for almost all s € I'ng, s € intp(I'ng);

(ii) the nonempty closed convex subset K'/?(I',R%) of HY/?(T',R?) defined by
KY2(D,RY) = {w e HY2(I,RY) | w =0 a.e. onTp, wy =0 a.e. on Tn,
and wr € R_v; a.e. on I'ng },
is dense in the nonempty closed conver subset K°(I',R?) of L2(I',R?) given by
Ko, R?) := {w e L2(I,RY) |w =0 a.e. onTp, w, =0 a.e. on T'n,

and wr € R_v; a.e. on I'ng }

12



Proposition 3.8. Let u € H(Q,RY).

(i) Ifu is a (strong) solution to the tangential Signorini problem (SP)), then u is a weak solution
to the Signorini problem (SP)).

(ii) Ifu is a weak solution to the tangential Signorini problem (SP) such that Ae(u)n € L?(T'y, R?)
and the decomposition I'p UT'n, UDlN, UDN, of T is consistent, then u is a (strong) solution
to the tangential Signorini problem (SP)).

Proof. (i) Assume that u is a (strong) solution to the tangential Signorini problem (SP). Then,
from the boundary conditions, u € K(£2,R?). Moreover, since —div(Ae(u)) = f in D'(Q,R?)
and f € L2(Q,R%), then —div(Ae(u)) = f in L?(©2,R%). Hence, from divergence formula (see
Proposition , one gets

/QAe(u) re(w —u) — (Ae(u)n, w — Wg-1/2(p gayxi/2(r Ry = /Qf (w —u),

for all w € K(Q,R?). Moreover, for all w € K*(Q,R?), w € Hééz(FN,Rd) which can be identified

to a linear subspace of HY/2(T", R%), hence

/QAe(u) te(w —u) — (Ae(u)n, w — U>Hgol/2(1—‘N7Rd)XH(I](/)Q(FN,RJ) = /Qf (w — u),
for all w € K(©2, R?). Furthermore, since Ae(u)n € L?(T'y, R?), it follows that

(Ae(u)n,w — U>H501/2(FN,R‘1)xHééQ(FN,Rd) = /1“ Ae(u)n - (w — u),
N

for all w € K'(Q, R?). Using the decomposition of Ae(u)n on its tangential and normal components,
one has
/ Ae(u)n - (w —u) = / on(u)(wy — uy) +/ or(u) - (wr —ur),
I'n I'n FNRUFNS
for all w € K'(,RY). From the boundary conditions, one has ¢, (u) = h a.e. on I'y and o, (u) =
v, — k (ur — (ur - v7)v;) a.e. on I'yg. Moreover one has

or(u) - (wr —ur) =07 (u) - wr —or(u) - ur > vy - wr — Loy - ur = Loy - (Wr —ur),

a.e. on I'ng. This concludes the proof of the first item.

(ii) Assume that u is a weak solution to the tangential Signorini problem . Then u €
KHQ,RY). For all ¢ € D(Q,R?), considering w = u + ¢ € K'(Q,R?) in Inequality (3.1)), one
gets —div(Ae(u)) = f in D'(Q,R9), then also in L2(Q, R?) since f € L%(Q,R?). Hence we can
apply the divergence formula (see Proposition in Inequality to get that

(Ae(u)n, w — U>H71/2(F’Rd)XH1/2(F’Rd) > - h(wy — un)
N

—|—/F vy — k (ur — (ur - v7)v7)) - (wWr —ur) + vy - (wr — uy),

NR I'ng

for all w € K*(Q2, R?). Moreover, similarly to (i) and from the assumption Ae(u)n € L2(I'y,R9),
one gets
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/ oo — ) + / o ) ) > /F A

+ /I‘NR (bvr — k (ur — (ur - v7)v7)) - (W — ur) —|—/F o, - (wy —uy), (3.2)

Ng

for all w € K' (€2, R?), then also for all w € K/?(T', R%). From the assumption that the decomposi-
tion T'p UT'n, UT N, Ul of ' is consistent, K'/2(I", R?) is dense in K%(T', R?). Therefore, since k €
L*(Txg)s [[V]|ro0 (P, Urng k7)) < 1 and from the continuous embedding HY(Q,RY)—L4(T,RY), we
deduce that Inequality is still true for all w € K9(T, R?).

By considering the function w := u £ ¢ymn € K°(I',R?) in Inequality , where ¢ € L2(T) is
given by

0 on I'p,
¢={ 0

0] on I'y,
with ¢ any function in L?(T'y), one deduces that o, (u) = h a.e. on I'y.

By considering w := u + wy € K°(I', R?) in Inequality (3.2)), where w, € L2(T',RY) is given by

W — 0 onI‘DUI‘NTUI‘NS7
® (b on FNR,

with ¢ any function in L2(T'xy, R?), one gets that o, (u) = fv, — k (v, — (u, - v;)v;) a.e. on Tny.
Hence Inequality (3.2]) becomes

/r or(u) - (wy —uy) > g vy - (wr — uy), (3.3)

for all w € KO(',R%). Let s € I'n, be a Lebesgue point of o, (u) - v, € L?(I'y, U 'ng) and
of £ ||1}TH§ € L2(I'ny, UTNg), such that s € intp (g ). By considering the function w := u — ¢, €
KO(I,RY) in Inequality (3.3), where ¢ € L2(T") is defined by

[ 1 on Br(s,e),
Y00 on D\Br(s,e),

for € > 0 such that Bp(s,e) C I'ng, one gets that

1 1 2
or(u)-v o]y,
|BF( )‘ Br(s,e) |BF( )| Br(s,e) 2

and thus (o, (u)(s) — £(s)v-(s)) - v-(s) < 0 by letting ¢ — 0. Moreover, since almost every point
of I'ng are in intr(I'ng) and are Lesbegue points of o, (u) - v, € L?(I'n, U 'ng) and of £ ||U7—H§ €
L?(T'ng UTNg), one deduces

(0r(u) = tvr) - v <0,

a.e. on I'ng. Finally, by considering w = 0 and w = 2u in Inequality (3.3)), one gets
/ ur - (o0 (u) —bv,) =0,
FNS

therefore u, - (0, (u) — fv;) = 0 a.e. on I'xg since u € K1(Q,R?). The proof is complete. O
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Now let us prove that there exists a unique solution to the tangential Signorini problem (SP)).
To this aim let us introduce the functional ¥ defined by

. HL(QRY) — R
k 2 2
w o— U(w) ::/ 5 (leorll® = - v )
FNR
Note that ¥ is well defined since k¥ € L*(I'ny), |[v]] < 1 a.e. on 'y, and from the continuous
embedding H!(Q, R?)—L*(T, R?).

Lemma 3.9. The functional ¥ is convex and Fréchet differentiable on Hy(Q,R?) and, for all wy €
HE(Q,RY), VU(wp) € HL(Q,RY) is the unique solution to the Dirichlet-Neumann problem

—div(Ae(V¥(wp))) = 0 in Q,
V¥ (wg) =0 on I'p,
Ae(V¥(wp))n =0 on 'y UT'Ng, (3.4)
on(VU(wg)) =0 on T'ngs
o (VU (wg)) = k(wo, — (wo, - vr)vr) on Ing.

Proof. Let us start with the convexity of W. Take w1, ws € HE (€2, R?) and v € (0,1). Then

U(rvwy + (1 — v)ws) — v¥(wy) — (1 — v)¥(ws) =

k
[ = graol [l I I + 20, -, s, +orf® = o, - orf? = 2wn, - 0) -
FNR

k k
op LU Oy R [T R
r r

NR Nr

Since k > 0 and ||v]| <1 a.e. on 'y, one deduces

U(rvwy + (1 — v)wa) —v¥(wy) — (1 — )T (we) <

k k
/ —wu—meHmW+/ R o1 = ) oy, +wa, |2 for |2 < 0.
a2 2

Ing
Thus ¥ is convex on H} (€2, R%). Now let us prove that W is Fréchet differentiable. For wg €
HE(Q,RY) and w € HL(Q,R?), it holds that

k
wm+m=www+/ HMxﬂm%Hw%m+/ E (ol oy ).
FNR

FNR

|5 (oel? = ) = ofw)

Nr

Moreover one has

where o stands for the standard Bachmann-Landau notation for the Hj (2, R%)-norm. Moreover
the map

w e HlD(Q7Rd) — k(’woT — (wOT . UT)UT) “w, € R7

FNR
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is linear and continuous. Therefore ¥ is Fréchet differentiable in wo € H} (€2, R?) and

<V\Ij(w0)vw>H113(Q,Rd) = / k (wOT - (wOT ’ vT) UT) *Wr, Vw € Hll)(QﬂRd)'

FNR

In other words V¥ (wq) € Hi (9, R?) is the unique solution to the Dirichlet-Neumann problem (3.4)).
The proof is complete. O

Proposition 3.10. The tangential Signorini problem (SP|) admits a unique weak solution u €
HE(Q,RY) which is given by
(Q’Rd)(F)7

where F € HE(Q,R?) is the unique solution to the Dirichlet-Neumann problem (DN|) with z :=
hn + fv, € L2(I'x,RY), and ProXy.y, stands for the proximal operator associated with the

Junctional ¥ + tic1(q ray-

Proof. Let F € H5(Q,R?) be the solution to the Dirichlet-Neumann problem (DN)) with z :=
hn + fv, € L2(I'x, R?). Then

U= Pproxy,,

(2,RD)

(F,0)i1 (ora) = / frw+ hwy, + vy - we, Yw € HL(Q,RY).
P Q I'n In

Let u € HL (92, R?) and note that ¥ + L1 (Q,re) 18 & proper lower semi-continuous convex function
on HE(Q,RY). Then u is the weak solution to the tangentiel Signorini problem (SP) if and only
if u € K1(Q,RY) and

(w0 = Wz > [ £ w=u)+ [ hlw,—u)

N

—|—/ vy =k (ur — (ur -v7)vr)) - (Wr —ur) + oy - (wr —uy), Vw € KHQ,RY),
Ing

i.e. if and only if

/ kE(ur — (ur - vr)vr) - (wr —ur) > (F—u,w — u>H11)(Qde) , Yw € KHQ,RY),
r

Ngr
i.e. if and only if (see Proposition
U(w) — ¥(u) > (F—u,w— u>H]13(Q,]Rd) , vw € KH(Q,RY),
i.e. if and only if
(F —u,w—u)m qrey < U(w) = U(u) + e o pn (W) = txipey (), Yw € HH(Q,RY),

ie. if and only if F —u € 8(¥ + 1 (q,ra)) (u), ie. if and only if u = ProXy., Rd)(F)’ which

concludes the proof. O

3.1.3 A Tresca friction problem

Let h € L?(I'y) and g € L?(I'y) such that g > 0 a.e. on I'y. Consider the Tresca friction
problem given by

—div(Ae(u)) = f in Q,
u=0 onlp,
on(u) = h on I'y, (TP)
lor(w)]| < g and u, - or(u) + gllur|| =0 on I'y.
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Definition 3.11 (Strong solution to the Tresca friction problem). A (strong) solution to the Tresca
friction problem (TP)) is a function u € HY(Q, R?) such that —div(Ae(u)) = f in D'(Q,R?), u=10
a.e. on I'p, Ae(u)n € L2(I'x, RY) with oy (u) = h, |lo,(u)|| < g and u, - o, (u) + g ||u.|| = 0 a.e.
on I'n.

Definition 3.12 (Weak solution to the Tresca friction problem). A weak solution to the Tresca
friction problem (TP) is a function u € HL (Q,R?) such that

/QAew:e<w—u>+/FNg||wT||—/FNgnuTnz/waw—u)

+/ h(wy — uy), Yw € HL(Q,RY).
I'n

Proposition 3.13. A function u € H(Q,R?) is a (strong) solution to the Tresca friction prob-
lem (TP) if and only if u is a weak solution to the Tresca friction problem (TP).

From definition of the proximal operator (see Definition [2.3), one deduces the following exis-
tence/uniqueness result.

Proposition 3.14. The Tresca friction problem (TP) admits a unique solution u € Hy(Q,R?)
given by
u = prox,(F),

where F € H(Q,RY) is the solution to the Dirichlet-Neumann problem (DN)) with z := hn €
L2(Tn,R%), and where prox, stands for the proximal operator associated with the Tresca friction
functional ¢ defined by

¢: HLQRY) — R
w o $w) = / gl

I';

Remark 3.15. The assumption that almost every point of I'y is in intp(I'y) is only used to prove
that a weak solution to the Tresca friction problem is also a (strong) solution (precisely to get
the Tresca friction law pointwisely on I'y). Of course, some sets do not satisfy this assumption, for
instance the well-known Smith—Volterra—Cantor set (see, e.g, [, Example 6.15 Section 6 Chapter
1]). Nevertheless it is trivially satisfied in most of standard cases found in practice. Furthermore,
if this assumption is not satisfied, one can also prove that the weak solution to the Tresca friction
problem is a (strong) solution by adding the assumption that g € L*>(I'y), and by using
the isometry between the dual of (L!(I'n,R), || - |11 (ry re),) and L (I'x,RY) (with its standard

g

norm || - [|pee (ry re)) Where || - [[L1(ry re), is the norm defined by

Musagn, : TInE) — R
wo— [ gll.
I'n

We refer to [I5, Chapitre 3] for details in a similar context.

3.2 Sensitivity analysis of the Tresca friction problem

In this section we perform the sensitivity analysis of the Tresca friction problem. To this aim
we consider the parameterized Tresca friction problem given by
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—div(Ae(uy)) = f; in Q,
uy = 0 on I'p,
on(ut) = hy on I'y, (TP:)
|or(ue)|l < g¢ and us, - 07 (ue) + g lug, | = 0 on Iy,

where f; € L2(Q,R%), h; € L?(T'y) and g; € L2(I'y) such that g; > 0 a.e. on Iy, for all £ > 0.

3.2.1 Parameterized Tresca friction functional and twice epi-differentiability

Let us introduce the parameterized Tresca friction functional given by
®: Ry xHL(Q,RY) — R (3.5)
(t,w) — D(t,w) ::/ gt ||lw-|| -

I'n
From Proposition the unique solution to the parameterized Tresca friction problem (TP, is
given by
Uy = pI'OX(I)(t7_)<Ft)7

where F} is the unique solution to the parameterized Dirichlet-Neumann problem

—div(Ae(Fy)) = fr  inQ,
F, =0 onlIp, (DN¢)
Ae(Fy)n = hyn on I'y,

for all ¢ > 0. Similarly to the scalar case (see [10]), since the parameterized Tresca friction
functional depends on a parameter t > 0, we have to use the notion of twice epi-differentiability
depending on a parameter (see Definition , in order to apply Theorem Let us prepare
the background for the twice epi-differentiability of the parameterized Tresca friction functional.
More specifically, let us start with the characterization of the convex subdifferential of ®(0, ) (see
Definition . To this aim, for all s € 'y, we introduce the tangential norm map defined by

(S)

and we introduce an auxiliary problem defined, for all u € H} (€2, R?), by

—div(Ae(v)) =0 in Q,
v=0 onIp,
on(v) =0 on Iy, (APy)
o (v)(s) € go(s)d H-T(S)H (u(s)) on I'y,
where, for almost all s € 'y, 0 H 7(s) H (s)) stands for the convex subdifferential of the tangential

norm map H (s) H at u(s) € R%. For a given u € HE (€, R?), a solution to this problem (AP, is
a function v € H'(Q, R?) such that —div(Ae(v)) = 0 in D'(Q,R?), v = 0 a.e. on I'p, Ae(v)n €
L2(T'y,RY) with 0, (v) =0 a.e. on I'y and o, (v)(s) € go(5)0||-+(s)||(u(s)) for almost all s € I'y.

Lemma 3.16. Let u € HL(Q,R?). Then
09(0,-)(u) = the set of solutions to Problem (AP,).

18



Proof. Let u € H5(Q,R?) and let us prove the two inclusions. Firstly, let v € H(Q,R9) be
a solution to Problem (AP,). Then v € HL(,RY), Ae(v)n € L*(I'y,R%) with o, (v)(s) €
90(5)0||-+(s)||(u(s)) for almost all s € I'x. Hence one has

ar(v)(s) - (wr(s) = ur(s)) < go(s)([wr ()| = [lur(s)]));

for all w € H(Q,R?) and for almost all s € I'y. It follows that

[ o wr—u < [ ol = [ gl
I'n 'y I'n

for all w € HL(Q,R?). Moreover —div(Ae(v)) = 0 in D'(2,R%), thus it holds —div(Ae(v)) = 0
in L2(Q,RY). Hence, from divergence formula (see Proposition [2.16]), one gets

(v, w— u>H113(Qde) = {(Ae(v)n,w — U>H501/2(FN7R‘1)XH(IJ(/)Z(FN’RJ) ’

for all w € HY(Q,RY). Since Ae(v)n € L%(T'y,RY) and 0, (v) = 0 a.e. on I'y, one deduces that

(00 = g = [ or(0)- (0 =),

N

for all w € HY (9, R?). Therefore it follows that

(v = Wiz < [ onlrl = [ g0l
FN 1—‘N

for all w € HL(Q,R?). Thus v € ®(0,-)(u) and the first inclusion is proved. Conversely let v €
09(0,-)(u). Then one has

(00 = Wy e < [ ollwrll = [ gnlul] (3.6)
FN 1_‘N

for all w € HE(Q,RY). Considering the function w := u + ¢ € HL(Q,R?) with any func-
tion 1 € D(Q,R?), one deduces from Inequality that —div(Ae(v)) = 0 in D’(, R4), thus it
holds —div(Ae(v)) = 0 in L?(Q,R?). Hence, from divergence formula (see Proposition and
Inequality , it follows that

(Ae(v)n, w — “>H501/2(FN,1Rd)xHéé2(FN,Rd) < / 9o [lw-|| _/ 9o llu- |,
FN 1—‘N

for all w € HL (92, R?), and thus also for all w € H(l)éZ (I'x, RY). Now, by considering w := u + ¢ €

Héé2(FN,Rd), for any ¢ € Hééz(FN,Rd), one gets
(Ae(v)n, 90>H501/2(1“N,Rd)xHééQ(FN,Rd) S/F 9ol < H!JOHL2(PN) ||S0||L2(FN,JRd)’
N

for all ¢ € HééQ(FN, R4). From Proposition , one deduces that Ae(v)n € L?(I'y,R?) and also
that

Ae(v)n- (w—u) = /

I'n

or(v) - (wr — ur) +/ on(v) (Wn — tn)

I'n
< / go llwr || / gollurll, (37)
I'n I'n

I'n
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for all w € H1/2(I‘N, R?), and thus for all w € L?(I'y, R?) by density. By considering w := u=+1m €
L2(I'x, R?) in Inequality (3.7)), for any 1 € L2(I'y), one gets

/FN Fa(0) = 0.

Therefore o, (v) = 0 a.e. on I'y and Inequality (3.7) becomes

/FN 01 (v) - (wr — ) < /F go [l || - /F ool (3.8)

for all w € L2(I'y,R%). Now let sp € I'y be a Lebesgue point of (0, (v)); € L?(I'y) for i €
[[1,d]], o-(v) - u, € LYT'N), go € L2(I'x) and of go |lu,|| € L*(I'x), such that sg € intp(T'y). Let us
consider the function w € L(T'y,RY) defined by

[ &  on Br(so,e€),
Y=Y uw on I'n\Br(so,€),

with z € R? and ¢ > 0 such that Br(sg,e) C I'n. Then one has from Inequality (3.8))

1 1 1
or(v) - (2r —ur) < go ||zl =

TBT— go [|ur ]l
|BF(807 )| Br(s0,¢) |BF(807€)‘ Br(s0,¢)

|Br(s0,€)| J/Br(s0.)
The map s € ' — HxT(S)H € R, is continuous since n € C°(T), thus sq is a Lebesgue point
of gollz-|| € L*(T'n), then o7(v)(s0) - (Tr(se) = ur(s0)) < go(50) [|#r(s0)|| — g0(50) [lur(s0)[| by
letting e — 0T. This inequality is true for any = € R?, therefore o (v)(s0) € g0(50)9||"+(s0)||(u(s0))-
Moreover, almost every point of 'y are in intp(I'y) and are Lesbegue points of (o, (v)); € L?(T'x)
for i € [[1,d]], o, (v) - u, € LY(TN), go € L2(I'x) and of go ||u,|| € LY(I'x), hence one deduces

ar(0)(s) € go(5)0|-r(s)]|(u(s));

for almost all s € 'y, and this proves the second inclusion. O

Remark 3.17. As one can see in the proof of Lemma the assumption that I is of class C!
is only used to ensure that n € C°(T'), and thus to characterize the convex subdifferential of ®(0, -)
as the set of solutions to Problem (AP,).

Since the twice epi-differentiability is defined using the second-order difference quotient func-
tions, let us compute the second-order difference quotient functions of ® at u € HE(Q,Rd)
for v € 09(0, ) (u).

Proposition 3.18. For allt > 0, all u € H5(Q,RY) and all v € 09(0,-)(u), it holds that
AF®(u | v)(w) = g AFG(s)(u(s) | o7 (v)(s))(w(s)) ds, (3.9)
N

for all w € HE(Q,RY), where, for almost all s € Ty, A2G(s)(u(s) | o-(v)(s)) stands for the
second-order difference quotient function of G(s) at u(s) € R? for o-(v)(s) € go(s)0||-+(s)||(u(s)),
with G(s) defined by

G(s): Ry xRé — R
(t.x) — G(s)(t,x) = gi(s) |z, -
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Remark 3.19. Note that, for almost all s € I'y and all ¢t > 0, G(s)(t, ") := g¢(s) H-T(S) H is a proper
lower semi-continuous convex function on R?. Moreover, since gg > 0 a.e. on I'y, it follows that

9[G(5)(0,)] (z) = go(s)0[-r(s)ll(2),
for all z € R% and for almost all s € I'y.

Proof of Proposition[3.18 Let t > 0, u € H5(Q,R%) and v € 99(0,-)(u). From Lemma and
the divergence formula (see Proposition [2.16)), one deduces that

vy = [ o) w,

I';

for all w € HY(Q,R9Y). Tt follows that

o] )w) = [ e lurl) el = 0 o] ol -l

5)
I'n t

for all w € HL(Q,R?). Moreover, since o-(v)(s) € go(s)9||-+(s)||(u(s)) for almost all s € I'y, one
deduces that

AfD(u | v)(w) = | AJG(s)(u(s) | o7(v)(s))(w(s)) ds,

I'n
for all w € H(Q,RY), which concludes the proof. O

From Proposition it is clear that the twice epi-differentiability of the parameterized Tresca
friction functional ® is related to the twice epi-differentiability of the parameterized function G(s).
Hence we have to compute the second-order epi-derivative of G(s) for almost all s € I'y. To this
aim, let us start with the computation of the twice epi-differentiability of the tangential norm map.

Lemma 3.20. For all s € T'y, the map H-T(S)H is twice epi-differentiable at any x € R? for
any y € 8”'7(5)“(95) and its second-order epi-derivative is given by

2
1 2 )
|l (@ 9)(z) =] 2z (HZT@)H ) if Trs) # 0,

LNWO(Rn(S))L () (Z) va x’r(s) = O’

L7 (s)

N

Z1(s)

for all z € R, where Ny (y) is the normal cone to B(0,1) N (Rn(s))™ at y.

B(0,1)N(Rn(s))*

Proof. Let s € I'y. Note that

Zr(s) £
||| () == {H%)|} if 2-5) # 0,

B(0,1) N (Rn(s))"  if ) =0,

and that H'T(s) H = SMQ(RH(S))L, where Emn(Rn(s))* is the support function of B(0,1) N (IRn(s))l
which is a nonempty convex closed subset of R?. Moreover, since

(B(0,1) N (Rn(s))™")* = Rn(s),
one can apply Proposition 2.11] to get that

dg H'T(S) H (x|y) = Ng G A En )L (¥)
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for all z € Rn(s) and all y € B(0,1) N (Rn(s))". In the case where z ¢ Rn(s) (i.c. Tr(s) # 0), one
can easily prove that H-T(S) H is twice Fréchet differentiable at x with

D2 ||T(s)|| (35)(2’1,2’2) =
1
[EmmY

From Remark one gets

L1(s)

HH2> s V(Zl,ZQ) S Rd X Rd.
Lr(s)

<Z1r<s) T2 T (@r(s) - Z%s)) Flrgs)

2
1 1 2 x
dg ‘(s x ‘ xT(S) ) (Z) = 7D2 ‘(s (Z‘)(Z,Z) B TE—T] Zr(s — |”7r(s) * 7(e) )
H ( )H ( ||x7'(s)|| 9 H ( )H 9 Hilfr(s)H H ( )H (s) HzT(S)H
for all z € R¢, which concludes the proof. O

Now, with additional assumptions, let us compute the second-order epi-derivative of G(s) for
almost all s € I'y.

Proposition 3.21. Assume that, for almost all s € T'x, the map t € Ry — g¢:(s) € Ry is
differentiable at t = 0, with its derivative denoted by g{(s). Then, for almost all s € T'x, the
map G(s) is twice epi-differentiable at any x € R for all y € go(s)0||-7(s)||(x) with

2
) + g0(s) | e if Lr(s) # 0,

_ L Tr(s)
SOOI P | oo

go(s) 2
D2G(s)(x | y)(2) == 4 2leeco] <||Zr<s>||

LNWn(Mn(s))i(gd%)(z) +90(s) go%S) "E if @rs) = 0,

for all z € R?,

Proof. We use the same notations as in Definitions and Let € R%. Then, for almost
all s € I'y, for all y € go(s)0)||-+(s)||(x) and all z € R?, one has

9:(8) H»’UT(S) + tZT(s)H — g:(s) HJUT(S)H —ty-z
t2
. @) + tzro)ll = -l = toteyr -2 (ge(s) — go(s))
2
t tgo(s)

AFG(s)(x | y)(2) =

Y-z,

that is

Y-z,

2 2 Y (g¢(s) — go(s))
AXG(S) e |9 = 2o (] ) () + =
with g%(s) € 0|'r(s)l[(), and where 6?“-7(5)“(33\9%(8)) is the second-order difference quotient func-
tion of ||--(5)|| at x for goi(s) (see Definition since ||-7(s)|| is a t-independent function). Using
the characterization of Mosco epi-convergence (see Proposition and Lemma one gets

mc@@umazwwﬁwmmGw4@>+%@%iy”

The proof is complete. O

To conclude this part, let us characterize Nmm(Rn(s)) 1 (y) for almost all s € T'y.

22



Lemma 3.22. Let s € I'y. It holds that

N (y) = | Buls) if y € B(0,1) N (Rn(s))™,
BODNE) Y T Ru(s) + Ry ify € 9B(0,1) N (Rn(s))",

for all y € B(0,1) N (Rn(s))", where Ry := {z € R?| 3v > 0 such that z = vy}.
Proof. Let s € T'y and y € B(0,1) N (Rn(s))™
(i) First, let y € B(0,1) N (Rn(s))". If v € Rn(s), then
v-(y—2)=0, VzeB(0,1)N (Ru(s)",
thus v € NGy 1)m(Rn(s))L( y). Since this is true for any v € Ru(s), one deduces that

Rn(s) C Nggijn@n(s) - )

Consider v € Ng——— Then it holds that

B(0, 1)m(Rn(s))i< y)-
v-(z—y) <0, VzeB(0,1)N (Rn(s))".

Moreover there exists £ > 0 such that B(y, ) N (Rn(s))™ € B(0,1) N (Rn(s))". Therefore by

considering z := y + e for any w € (Rn(s))™, one deduces that

Mol
v-w =0, Vuw € (Rn(s))".

Thus v € ((Rn(s))1)t = Rn(s). Since this is true for any v € Nmﬁ(Rn(s))L (y), one deduces
that
NE G Tn(@a(s)) - (¥) C Ro(s).

(i) Let y € 8B(0,1) N (Rn(s))™". If v € Rn(s) + Ry, then
v (z=y) =vre) (2= y) < Jor | 12l = vre) -y < [Jor || = (e[| =0,
for all z € B(0,1) N (Rn(s))". Thus it follows that

Rn(s) + Ry C Ny 1jn@n(s) - (¥)-

Let v € Nggijnns )+ (), and consider z := 3 (|::Es§|| Iyl + y> € B(0,1)N(Rn(s))*. One

deduces that

1 1
0>v- (Z - y) = VUr(s) - ( || || ) = 5 (HUT(S)H Hy” — Ur(s) - y) > Oa

lorco) |

thus ||v, (s || Y]l = vr ()Y, hence v, (5) € Riy. Since this is true for any v € NEG TN (E®n(s) (v),
one deduces that
NEG DN ®n(s)* (y) C Ru(s) + Ryy.

The proof is complete. O
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3.2.2 The derivative of the solution to the parameterized Tresca friction problem

From the previous results and some additional assumptions detailed below, we are now in a
position to state and prove the main result of this paper which characterizes the derivative of the
solution to the parameterized Tresca friction problem (TP.).

Theorem 3.23. Let u; € HL(Q,R?) be the unique solution to the parameterized Tresca friction
problem (TP for allt > 0. Let us assume that:

(i) the map t € Ry — f; € L%(Q,RY) is differentiable at t = 0, with its derivative denoted
by fo € L2(Q,RY);

(i) the map t € Ry w hy € L%('x) is differentiable at t = 0, with its derivative denoted
by hfy € L2(T'N);

(iii) for almost all s € T'x, the map t € Ry — ¢:(s) € Ry is differentiable at t = 0, with its
derivative denoted by gjy(s), and also gy € L?(I'x);

(iv) the map s € FN;O:HU — M‘ﬁ% € Ry belongs to L4(FN;0:90) (see below for the set I‘N;U,go);
(v) the parameterized Tresca friction functional ® defined in (3.5) is twice epi-differentiable (see
Deﬁnition at ug for Fy —ug € 09(0,-)(ug), with
DZ®(ug | Fo — uo)(w) = / DZG(s)(uo(s) | o7(Fo — uo)(s))(w(s)) ds, (3.10)
I':

for all w € HY(Q,RY), where Fy € HE(Q,RY) is the unique solution to the parameterized
Dirichlet-Neumann problem (DNy) for the parameter t = 0.

Then the map t € Ry — uy € HL(Q,RY) is differentiable at t = 0, and its derivative denoted
by uy € H}D(Q,Rd) is the unique weak solution to the tangential Signorini problem

—div(Ae(up)) = fo in €,

’LL6 =0 on FD;

Uﬂ(u/0> = h/O on FN7
UIOT =0 on FNuoygo,

/ go / / uQ Uo ) ’ (SP6)
UT(UO) + Tuo, 11 (UOT - (UOT . m) m) = _gom on FN;Q»go,
UE)T € R—%, (0’7—(’11,/0) — 96%) . % S 0

and ui)r ’ (UT(UE)) - g()%) =0 on FN;o»yo,

where I'y is decomposed (up to a null set) as Iyuo.s0 ULyu0.00 Uyu0.00 with
FN;O'QO = {S el'n | Ug,, (8) 7é 0},

s €N | u,(s) =0 and %(OS))(S) € B(0,1)N (Rn(s))L} ,

Tyuomo = {5 € Dy | uo, (s) = 0 and 7)) € 9B(0,1) N (Rn(s))l}.

I'ywo.90
NTO 0

Remark 3.24. As mentioned in our previous papers [3,[10], one can naturally expect from Propo-
sition [3.18 that the second-order epi-derivative of the parameterized Tresca friction functional ®
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at ug for Fy — ug is given by Equality , which corresponds to the inversion of the symbols
ME-lim and fFN i Equality , Newvertheless, to the best of our knowledge, the validity of this
inversion is an open question in the literature. Precisely, we do not know, in general, if the pa-
rameterized Tresca friction functional is twice epi-differentiable at ug for Fy — ug. Nevertheless,
similarly to [10, Appendiz A], one can prove it in some practical situations.

Proof of Theorem|[3.25 From Hypotheses and Proposition it follows that

2
go Uo,, Ug,
D2b(us | Fo — o)) = | el = [ g
T uonao \ 2 [0, | [[wo, || [[wo, ||
R
g F() — Up
+/ N L(aT(F(ruo)(s))(w(s))ds —|—/ gég Cw,
I'x\Lu0.90 B(0,1)N(Rn(s)) 90(s) N\ uo-90 Jo
R R
which can be rewritten as
ng)(uO | F() — ’LLO)(U)) =
(%) ;01 (Fo — ’ILQ>
Voot [ i+ [ B,
FNuo:gO ||U,07_ H ! uo,#])fﬁ FN\FN%()@O gO .

for all w € HY(Q,RY), where ¥ is defined by

¥: HL(Q,RY) — R

2
go 2 Ug,,
wo wwyi= [ (wf” e )
FN;()*-‘]O uo"' UOT

which is well defined from the continuous embedding H*(2, R?)—L*(T", R?) and from Hypothe-

sis|(iv)} and where K., zztra=ug) is the nonempty closed convex subset of HE (2, RY) defined by
Tl

,_ 1 d - or (Fo — ug) (s)
’C“‘J’UT(TOWO) = {w e Hp(Q,RY) | w(s) € NE@ N ®n(s) - (go(S)

for almost all s € In\I'yzo.90 }

Moreover, from Lemma and since o, (Fp) =0 a.e. on I'y, it follows that
or(up)

90

K = ormgug = {w S H%)(Q,Rd) | w, =0 a.e. on FN';ngo and w, € R_

uo 90

a.e. on FN;o,go} .

Since Hdgoﬁ >0 a.e. on I'yros0 and from Lemma one deduces that ¥ is convex and Fréchet
differentiable on HE(Q,]R”I). In particular we get that D2®(ug|Fy — ug) is a proper lower semi-
continuous convex function on Hj (2, R?). Moreover, from Hypotheses b and and from the
linearity of the Dirichlet-Neumann problem and Proposition we can easily prove that
the map t € Ry — F;, € HL(Q,R?) is differentiable at ¢t = 0, with its derivative I}, € Hi (0, R?)
being the unique solution to the Dirichlet-Neumann problem



Thus one can apply Theorem to deduce that the map t € Ry + u; € HL (2, RY) is differen-
tiable at t = 0, and its derivative u} € HL (2, R?) satisfies

up = pl"OXDg<1>(uo\F07uo)(F6),
which, from the definition of the proximal operator (see Proposition 7 leads to
F} —ufy € 0D2®(ug | Fo — uo)(up),
which means that
(Fo — g, w = up) g1 (za) < DE®(uo | Fo — uo)(w) — DZ®(ug | Fo — uo)(up),
for all w € HY(Q,R?). Hence we get that

<F6 - ué)?w - u6>H113(Q,Rd) < ¥(w) - q}(ué)) + L’Cuo,”T(FO’“O) (w) — LICuO or (Fg—ugq) (ui))

90 ’ 90

U o, (Fy — u
R R S Ry AN e e TS
I ug.90 [[wo, | I'n\T 4090 gJo

for allw € HL(Q, R%). Moreover, since o (Fy) = 0 a.e. on 'y, and for all w € K, o, 2xFo=ug) , Wr = 0
g0
a.e. I'yuo.00, one deduces that ug € K, 72 (=) and

)

(ug, w = up)y (o pay + ¥(w) / fo ( /F ho (wn — ug,,)
N

U or (U
_/ g1 ,(wT_%T)jL/ ggﬂ~(wr—%7),
FNuo,go ||u07 || FNuo,go 9o
R S

forallw € K, o, 2 Un0) . Moreover, since W is convex and Fréchet differentiable on Hi (€2, R?) (see

Lemma 7 one gets from Proposition [2.4 n that

(VT (up), w = up) (o) = — (U0, W = o) (o) / fo - (w —ugp) +/F ho (wn — ug,)
N

Ug or (ug)
‘/ o] <wT—uoT>+/ go— > (wr — ).
FNuO,gO ug, || FNuo,go 90

for all w € IC, o, ZrFo=un) Finally, using the expression of VU (uj) € HE (€, R%), one gets

0. U,
(w0 — Hl(QRd)_/fo +/ 0, (wn—ugn)Jr/ B0y
I'n I'yvo0-90

90

S
Uo 9o ’ ’ Uo Uo /
o GOt (%~ (% ) ) e
o 8 PTao, T~ Too T\ 7\ o T) Tor ) ) (07 700

for all w € IC 07<F97u9 . From Definition one deduces that ug is the unique weak solution to

the tangential Slgnorlm problem (S which concludes the proof. O

Remark 3.25. Consider the framework of Theorem Note that uy is the unique weak solution
to the tangential Signorini problem (SPy| , but is not necessarily a strong solution. Nevertheless,
in the case where Ae(ug)n € LQ(FN,Rd) and the decomposition I'p U I'yuo.s0 U T'yuo.90 U T'yr0.90

of I is cons1stent (see Definition E, then w is a strong solution to the tangentlal Slgnonm

problem (S

26



4 Application to optimal control

Consider the functional framework introduced at the beginning of Section Let f € L2(Q,RY),
h € L?)(I'x), g1 € L>*(I'y) such that gy > m a.e. on I'y for some positive constant m > 0
and go € L*°(I'x) such that ||ga||pec(ry) > 0. In this section we consider the optimal control
problem given by

o 41
minimize J(2), (4.1)

where J is the cost functional defined by

J: V. — R (4.2)
2 = J(2) = 3 el o, + 5 Iy

where V is the open subset of L>°(I'y) defined by
V:i={zeL>*Ty)|3C(z) >0, (z) > C(2) a.e. onT'x},

where ¢ is the map defined by z € L>°(I'y) — #(2) := ¢1 + zg2 € L>°(I'x), and where u({(z)) €
HE (€2, R?) stands for the unique solution to the Tresca friction problem given by

—div(Ae(u)) = f in Q,
=0 onIp,
on( 1; =h gn FE, (CTPy))
lor ()] < £(z) and u, - o7 (u) + £(2 )||ur|| =0 onTy,

where 8 > 0 is a positive constant and where I/ is a given nonempty convex subset of V such
that U is a bounded closed subset of L?(T'y). Note that the first term in the cost functional J
corresponds to the compliance, while the second term is the energy consumption which is standard
in optimal control problems (see, e.g., [21]).

This section is organized as follows. In Subsection we prove the existence of a solution to
Problem . In Subsection we prove, under some assumptions, that J is Gateaux differen-
tiable on V and we characterize its gradient. Finally, in Subsection 23] numerical simulations are
performed to solve Problem on a two-dimensional example.

4.1 Existence of a solution
This section is dedicated to the following existence result.
Proposition 4.1. There exists z* € U such that J(z*) < J(z) for all z € U.

Proof. In this proof the strong (resp. weak) convergence in Hilbert spaces is denoted by — (resp.
—) and all limits with respect to the index i will be considered for i — +o00. Since 0 < J(2) < 400
for all z € U, we get that inf,cyy J(2) € Ry. Considering a minimizing sequence (z;);en, there
exists N € N such that J(z;) <1+ inf,cy J(z) for all i > N, that is

1 2 B2 .
3 llu(gi) Ity (,mey + 3 lgilltzrey <1+ ;ng[j(z)’

for all i > N, where g; := g1 + z;go. Thus the sequence (g;);en is bounded in L?(I'y) and thus, up
to a subsequence that we do not relabel, weakly converges to some g* € L?(I'y). Moreover, since U
is a bounded closed convex subset of L?(I'y) (and thus weakly closed in L?(I'x)), we know that,
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up to a subsequence that we do not relabel, the sequence (z;);en weakly converges to some z* € U.

Moreover one has
/ (9i —91 — Z*gz)w‘ =/ (zi — 2%) gow,
FN IﬂN

for all w € L%(T'y), and, since go € L>°(T'y), it holds that gow € L?(T'y) and one deduces that g; —
g1 + z*gy in L2(I'y) and thus g* = g1 + 2*g2. In a similar way, up to a subsequence that we
do not relabel, the sequence (u(g;))ieny weakly converges in Hj (2, RY) to some u* € HL (0, R?)
and thus u(g;) — u* in L(T',RY) from the compact embedding Hy(Q,RY) — L2(I',RY) (see
Proposition [2.14). Let us prove that u(g;) — u* in HL (92, R?). It holds that

* 2 * % *
[[u” — “(gi)”ng(Q,Rd) = (u*,u" — u(gi»H]lD(Q,Rd) — (ulgi),u” — u(gi»H]lj(Q,Rd) )

for all ¢ € N. Using the weak formulation satisfied by u(g;), we get that
* 2 * % *
o = 0y 050y < (00" = 0wy = [ 1+ = ulg)

- h(u —u(gi)n) + [ gi (luz]l = [Julgi)))

I'n
SR apa — [ 1+ (o) = [ bl = (o))
+ Clu” = u(gi)llp 2 gay — 0,

where C' > 0 is a constant (depending only on © and on max;en ||gil|r2(ry)). Now let us prove
that u* = u(g1 + 2%g2). For w € H (02, R?) fixed, it holds that

(ulgi)w = ulo Dz + [ ool = [ ailutad > [ 1ow=ua) (43

for all 7 € N. Note that:

1) |(ulg:),w— U(gi»H}D(Q,Rd) —(u*,w— U*>H]13(Q,1Rd)

(i) /Qf-(w—U(gi))—/Qf%w—u*)

i) | [ ool = aton / * (s | - Iuill)‘s

[ =+ \ / |

where D > 0 is a constant (depending only on Q, A and w). Therefore it follows in (4.3) when i —

+o00 that
W0 =+ [ o lwel = [ gz [ 7).
I'n I'n Q

Since this inequality is true for all w € HL (2, RY) and g* = g; + 2%ge, one deduces that u* =
u(g1 + z*g2), and then

< Dlu” = w(gi)lluy @.rey — 05

< D fllezray 1w — w(gi)lluy (@,re) — 05

+ D [lu* = u(gi) 120 gay — 0

T(2) = 5 lulgr + 2 g2) iy ey + 5 91 + 2°02lliary <
. LBy . .
lz.lggggof< lu(90) iz (0, + 5 l9illLzryy | < liminf 7(z) = inf 7(2),

which concludes the proof. O
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Remark 4.2. Since the solution to the Tresca friction problem is not linear with respect to the
friction term, note that J is not a strictly convex functional (and thus the uniqueness of the
solution to Problem (4.1)) is not guaranteed).
4.2 Gateaux differentiability of the cost functional
Consider the auxiliary functional
J: HH(Q,RY) xL*(Ty) — R (4.4)

2 2
(v,9) — J(v,g):= % ||v||H11)(Q,Rd) + g ||9HL2(FN).

One can easily prove that J is Fréchet differentiable on Hi(€Q,R%) x L>°(I'y) and its Fréchet
differential at some (v, g) € HL (9, R?) x L°°(Ty), denoted by dJ(v, g), is given by

dJ(v, 9)(v1,91) = (0, 01) g3 (@ ey + B (95 91)L2(ry) »
for all (v1,91) € HLH(Q,R?) x L>®(Ty). Now let us introduce the map

F: V. — HL(QRY) x L=(Ty) (4.5)
z o F(z) = (u(l(2)),£(2)),

where u(¢(z)) € HL(Q,R?) is the unique solution to the Tresca friction problem (CTP;(,))). Hence
the cost functional J is given by the composition J = J o F.

Theorem 4.3. Let zp € V be fized and let us denote by ug := u((z9)). Assume that:

(i) themap s € T ug.eco) = Iféz())(g)l\ € R belongs to L4(FNu0,e(zo)) (see below for the set T uq.eczo) );
R T R R

(ii) the parameterized Tresca friction functional ® defined in (3.5)) is twice epi-differentiable at ug
for F —ug € 09(0, -)(uo), with

D2® (uo) |F — uo)(w) = / DZG(s)(uo(s)|o- (F —uo)(s))(w(s))ds,  Vw € HH(Q,RY),
I'n
where, for almost all s € T'x, the map G(s) is defined in Pmpositz'on and F € Hy(Q,R9)

is the unique solution to the Dirichlet-Neumann problem

—div(Ae(F)) = f inQ,
F=0 onlIp, (4.6)
Ae(F)n = hn onTx.

Then the cost functional J is Gateauz differentiable at zo and its differential dgJ(20) is given by

zg2 (B (91 + 2092) — [luo. ||) +/ Bzg2 (g1 + 2092) ,

r ur
N;Ol(zo) NZ}O«@(ZO) Ngo«@(m)

daT(a)(z) = [

r

for all z € L>°(T'x), where T'y is decomposed (up to a null set) as L uo.tz0) U T quo ezo) U T (uo,e20)
T R S
with
FN';O,Z(ZO) ={seT'n|up.(s)#0},

Tysorior = {5 € Ty | o, (5) = 0 and G845 € B(0,1) (Rn(s))i} ,
Pysoior = {5 € Ty o, (5) = 0 and G445 € 9B(0,1) (Rn(s))l} .
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Proof. Let z € L*°(T'y) and ¢t > 0 be sufficiently small such that z; := 29 + tz € V. We denote
by u; := u(€(z;)) € HY(Q,R?) and by g; := ¢(z;) € L>°(I'y). From Subsection u; € HE(Q,RY) is
given by u; = proxg(, . (F), where ® is the parameterized Tresca friction functional defined in (3.5)
and F' is the unique solution to the Dirichlet-Neumann problem (4.6). From Hypotheses (1)
and since the map ¢t € Ry — ¢ € L°(T'y) is differentiable at ¢ = 0, with its derivative given
by g(, := zge, one can apply Theorem to deduce that the map t € Ry — u, € HE(Q,RY)
is differentiable at ¢ = 0 and its derivative, denoted by u(, € ICUO,U,(FO_UO) C HL(Q,RY), is the

90
unique solution to the variational inequality (which is the weak formulation of a tangential Signorini
problem) given by

or (Ug
(ug, w — u6>H]13(Q,Rd) 2 / Qég (wr =g, )

FNgoygo 9o

Uo 9o ’ ’ Uo Uo ’
_|_/ (—g"—(u —(u .T)T)).w —u
o 8 P~ T T\ 7\ o T) Tuor ) ) (07 700

for all w € ICuO or (Fg—ug) , Where
e T

or(ug)

g0

ICUO or(Fy—ug) ‘= {w € HY(Q,RY) | w, =0 a.e. on FN;O,QO and w, € R_

90

a.e. on FNIStmm } .

Since J = J o F, with J Fréchet differentiable on HL (2, R?) x V, and

1 F (20 +t2) — F(20) = t (w0, 90) |1z (2, k) x oo () _ [[ur — wo — tug || g (o e
t N t

— 0,
when ¢ — 07, we deduce that J has a right derivative at zg in the direction z given by
T (20)(2) = (ug, uo) gy (@,rey + B (90, 90)12(ry) -

Furthermore, since uf & ug € ICu or (F—ug) , One deduces that
S T

(g, u0>H]13(Q,]Rd) =

;Yo 9o ( ’ ’ ’ / UQ.. Uo.,
—9o— — = | %o(90,90) —(u (90, 90) )))UO
/FNWO ( o, I Muo, | \ 70707 O g, || ) luo, |
R

Since
90 ( ’ / ’ / Uo,, Ug,,
u0(90790) - (u0(907go) ! ) ) “Uo, = 07
/rNuO,go [[wo, || ’ " o I/ Tluo. |l
R
we get that
(ugs o) QRd) = 90 lluo., Il
b )
I'yv0.90
R

and we can rewrite the right derivative of J at zg in the direction z as

T == [ bl l+ [ o= [ (o )+ [ Babg0,
FN";{owgo I'n FN;()vyo FNt%ovgo UFNgo,yo
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and thus

') = [

i 202 (B (91 + z092) — Iluo. [) + / B2gs (g1 + 002)

r I
NE0-£(20) N0 £(0) Y Ng0£(0)

Note that J'(zo) is linear and continuous on L>°(I'y). Thus J is Gateaux differentiable at zo with
its Gateaux differential given by daJ (20) := J'(20). The proof is complete. O

Remark 4.4. In the proof of Theorem note that the derivative u(, depends on the pair (go, gf) =
(91 + 2092, 292) and thus on the term z € L°°(T'y). Therefore let us denote by wuf := uj(2).
Note that u((z) is not linear with respect to z. However one can observe that the scalar prod-
uct (u{)(z),u()}H%)(Q,Rd), that appears in the proof of Theorem is linear with respect to z.
Therefore it leads to an expression of J'(z9) that is linear with respect to z, and thus to the
Gateaux differentiability of J at 2.

4.3 Numerical simulations

In this section we assume that ||ga|p~ry) < m, where m > 0 is the constant introduced at
the beginning of Section [4] and we take the admissible set U given by

U = {zeLz(I‘N)|—1§z§1 a.e. onFN},

which is a nonempty convex subset of V and is a bounded closed subset of L?(I'yx). In this section
our aim is to numerically solve an example of Problem (4.1)) in the two-dimensional case d = 2, by
making use of our theoretical result obtained in Theorem

4.3.1 Numerical methodology

Starting with an initial control zg € U, we compute z; € L= (I'y) given by

=92 (B (91 +2092) — lluo- ) on Ty,
zZd =
¢ —Bg2 (91 + 2092) on FNuU,e(zo) U FN%,[,(ZO),
T S

which is, from Theorem a descent direction of the functional J at zg since it satisfies

daJ (20)(2a) = —|lg2 (B (91 + 2092) — l[uo ) ||z (r

10.0(20) )
NU0-¢(z0

—1Bg2 (91 + 2092) ||i2(rNuo,,_;<zO)urNuo,,f(z(})) <0.
T S

Then the control is updated as z; = proj;, (zo0 + 1nz4), where n > 0 is a fixed parameter and projy, is
the classical projection operator onto U considered in L?(T'y). Then the algorithm restarts with 21,
and so on.

Let us mention that the numerical simulations have been performed using Freefem-++ soft-
ware [16] with P1-finite elements and standard affine mesh. The Tresca friction problem is numer-
ically solved using an adaptation of iterative switching algorithms (this adaptation is close to the
one described in [3, Appendix C] which concerns a scalar Tresca friction problem). We also precise
that, for all i € N*, the difference between the cost functional 7 at the iteration 20 x i and at the
iteration 20 x (i — 1) is computed. The smallness of this difference is used as a stopping criterion
for the algorithm.
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4.3.2 Example and numerical results

In this subsection take d = 2 and let Q be the unit disk of R? with its boundary I' := 9Q
decomposed as I' = I'p UT'y (see Figure , where

Ip:= g(cosﬁ,sinﬁ) eTr|0<o<3},

>3
Iy :={(cosf,sinf) €' | F <6 < 2r}.

'y

Figure 1: Unit disk © and its boundary I"' = I'p U I'y.

We assume that € is isotropic, in the sense that the Cauchy stress tensor is given by
o(w) = 2pe(w) + Atr (e(w)) I,

for all w € HL (9, R?), where tr (e(w)) is the trace of the matrix e(w) and where > 0 and A > 0
are Lamé parameters (see, e.g., [28]). In what follows we take p = 0.3846 and A = 0.5769. This
corresponds to a Young’s modulus equal to 1 and to a Poisson’s ratio equal to 0.3, which is a
typical value for a large variety of materials. Let us consider the arbitrary functions h := 0 a.e.
on 'y, g1 := 2 a.e. on I'y, g2 € L%(I'y) be the function defined by

g2 - I'n — R

(x,y) +— golz,y) :=2?

—
and f € L2(92,R?) be the function defined by
[ Q — R?
(z,y) — f(z,y):= (5—12—41/2—5-@ 5—902_4y2+xy) .

With m := 2, one has g1 > m a.e. on I'v and 0 < ||ga||ps(ry) < m, thus the assumptions
from the beginning of Section [] and from Subsection [4.3.1] are satisfied. We consider the initial
control zy € U given by

20 - I'n — R
(z,y) > z0(z,y) = cos (2 — y?).

We present now the numerical results obtained for the above two-dimensional example using
the numerical methodology described in Subsection[£.3.1} Figure [2]depicts the control which solves
Problem . It is a bang—-bang optimal control, that takes exclusively the two values —1 and 1
on the boundary I'y. Figure [3]shows the evolution of the value of 7 with respect to the iteration.
We observe an usual decreasing of the cost functional 7 with respect to the iteration.
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Figure 2: Values of the optimal control on the boundary I'y := {(cosf,sinf) € ' | T < 6 < 2w }.
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Figure 3: Values of the cost functional J with respect to the iterations.
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