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Abstract
The integration of the Safety dimension has been a critical requirement when developing and deploying Autonomous Vehicles (AV). While much progress has been achieved within the past years, most work has centred on providing vehicles with the ability to navigate autonomously. Safety has emerged as the major challenge. This paper proposes a reference architecture that incorporates the notion of self-safety into existing AV architectures. This architecture consists in a multi-layered control loop aimed at managing self-adaptation processes in order to ensure safety at run-time.

1 Introduction
The development and deployment of Autonomous Vehicles (AV) is a very challenging endeavour from a safety perspective. Vehicles must navigate through multiple situations preventing any potential harm and without disturbing traffic flow in order to be accepted by the society. Safe driving under full computer control also requires to interact and operate around with different entities within complex road networks and to appropriately address their different behaviours.

While much progress has been achieved within the past years, most work has centred on providing vehicles with the ability to navigate autonomously. Safety has emerged as the major challenge, not only on the vehicle behavioural side to address edge-cases (i.e. navigate safely) but also to manage malfunctions or external disturbances (i.e. fault tolerant).

Current work in the safety domain has proposed relevant approaches for the analysis, refinement, integration and enforcement of AV safety. Considering safety as a dynamic control problem as proposed by Leveson et al. in the STPA/STAMP method [1, 2] shows promising applications and several interesting results in [3–6]. Complementary research investigates the trade-off with the traditional failure analysis for hazards coverage [7, 8] while others address the compatibility of the approach with the current AV standards in [9–11]. However, most of these works converges on the difficulty to provide a scalable integration and enforcement of AV safety based on the application of maturing safety analysis methodology to identify safety constraints. Moreover, addressing safety management and assurance at
run-time using adaptive behaviours [28, 31–34] has been shown to require a complex combination of AV system non-functional properties [15, 35] including observability, traceability, reconfigurability and scalability.

The main contribution presented in this article is a reference architecture that incorporates the notion of self-safety into an existing AV architectures. This architecture consists in two layers that manage self-adaptation processes to ensure safety at run-time. The first layer manages directly the components of the extended autonomous vehicle architecture with a collection of dependable processes. These processes guarantee the satisfaction of the requirements specified by each of the concurrent safety constraints. The second layer manages these dependable processes and guarantee their activation, management and deactivation based on dynamic conditions observed on the context (i.e. reconfiguration based on road conditions or to avoid conflicts between safety constants).

This paper is structured as follows: Section 2 presents the requirements for a run-time adaptive architecture for safety assurance that is observable, traceable, reconfigurable and flexible in its way of managing the safety constraints that can be enforced both in system design and during run-time operations. Section 3 presents the reference architecture and section 4 details the implementation guidelines of the reference architecture applied to AV. Finally, the conclusions and perspectives of this work are presented.

2 Requirement Analysis

Our approach aims at proposing a reference architecture intended to provide safety assurance at run-time as the result of active adaptation processes. These processes are dependable and intend to guarantee both internal or external safety constraints of the AV. In order to cope with the set of NFP required for AV safe systems (i.e. observability, traceability, reconfigurability and scalability), we propose to put emphasis on the following design principles:

- Consider safety as a control problem guiding the design of an effective control architecture able to react or to reduce adverse events. System Safety considers the enforcement of safety by both the elimination of the hazards by design or the management of the hazards by control. Enforcing safety in the vehicle on the operational contexts requires to identify the constraints that can assess safety at run-time through monitoring, diagnosis or a full close adaptation loop.

- Enforce vehicle safe behaviours upon the different contexts the vehicle can operate in. The system architecture needs to offer ways to satisfy the multiple safety constraints by adapting its design or by ensuring it by run-time assurance functionalities. As the safety constraints can be highly contextualized (i.e. assess in a specific scenario or use case), the architectural model has to be able to capture and store this information.

- Facilitate the integration of system functions following a black-box approach, exposing only services and interface specifications (e.g., input and output of messages). Functions allocated to the components where safety is monitored or assessed can be discovered and integrated using components-oriented architecture. For example, the integration of components allowing observations, processing, and analysis and behaviour prediction (e.g., neural network, machine learning or Markov process) would just result from the discovery and plugin of the well-adapted component within the architecture. The only preliminary requirement is for the component to be registered and specified in the knowledge base. This registry should include attributes such as required resources, expected output, exhibited component properties upon safety.

- Provide built-in and bolt-on monitoring, diagnostics and adaptation processes for individual AV mechanisms that can be composed and orchestrated at run-time in the overall design. For
the sake of observability and traceability, we want the system to be able to perform using both built-in or bolt-on monitoring, diagnostics and adaptation processes. While bolt-on processes can be connected to an existing system without requiring significant modification of interfaces to the target system, built-in processes may impose design requirements. They require the system to offer an extensible and plug-gable architecture where new components can be easily added with their respective logic (e.g. goals and values for the decision method). The composition and orchestration of the processes contribute to bring end-to-end visibility across the different services and to provide deep visibility into each service’s performance and logic.

- Specify and store the adaptation processes expert knowledge in distinct knowledge bases following distinct roles: system architecture, interfaces, goals and operational context measured values. The presence of built-in processes imposes to have a specification model of the architecture that defines the components, their behaviours, functions and their respective logic that is perfectly aligned with the safety management knowledge-oriented bases. For example, those knowledge bases result of the model of the architecture representing the system (i.e. model-based representing and tracing the behaviours and constraints of the system to each function and physical entities) or the representation of the operational environment (i.e. observable state of the environment used for self-awareness).

This section has identified the safety requirements assurance guiding the design and implementation of an AV architectural framework. In the next section, we introduce our reference architecture that comply with those requirements by detailing and addressing each system requirement.

3 Reference Architecture

Based on the previous requirements analysis, this section proposes a reference architecture suited to enhance AV system with two levels of adaptation in order to guarantee safety constraints. First, we present the step by step construction of the reference architecture. Finally, we detail the main components of the resulting reference architecture.

3.1 Architectural Design Process

Our main base architecture is an existing Renault’s vehicular architecture called ADCC (Autonomous Driving Commuter Car) that provides autonomous driving capabilities to a vehicle. We have based our study on this architecture since it is indispensable to start from a real cyber-physical implementation of an autonomous vehicle, allowing to consider the real restrictions and capacities offered and to evaluate its potential extensions. We are mainly interested in enhancing this architecture in order to guarantee safe decision functionalities and to guarantee appropriate scaling to the range of safety concerns we aim to consider.

On this basis, we propose a system enhancement aimed at adding an additional component intended to manage safety by integrating external expertise to the existing ADCC architecture. Figure 1 illustrates the reference architecture and details the perception, navigation and vehicle control mechanisms that are connected to the vehicle world via the sensors and actuators entities (section 1). We call this component extension the Safety Management System (SMS)

In order to manage safety, the system needs to be monitored by observing the components and dataflow from the existing ADCC architecture. For this matter, we propose to enhance ADCC with an interface of observers and measurers depicted in section 2.
As we want to perform specific adaptations or reconfiguration of components of ADCC, we also add the corresponding reconfiguration interface in section 2. The component reconfiguration can then be performed by a control loop using those two interfaces with the first as data input and the second as action output. The processes involved in each loop ensure the compliance with a safety constraint and express the links between the observations and the reconfiguration actions as illustrated by section 3. In order to reduce the complexity, we propose to specialize each process per safety constraint so there will exist as much control loop process as safety constraints. The architecture results in several parallel processes that share similar sources of observations and components to reconfigure.

In addition, the different safety constraints are possibly conflicting and may intervene only in a specific context. To manage the concurrent safety constraints to guarantee, we propose a macro process to manage the context and conflicts (see section 4).

Finally, to ensure the system to be evolutive, traceable, have its components embeddable and interoperable, we propose to follow a common semantic model (see section 5). It enables each of the interfaces to communicate and favour a granular design of the knowledge (i.e. expert knowledge on the observations, reconfiguration, decisions, safety constraints and potential conflicts).

### 3.2 Components Description

The architecture of the Safety Management System (SMS) involves three main components extending a base architecture. These components are illustrated in 1 and are described as follows:

a) ADCC interfaces to the SMS. In the scope of our study, we map sensor information to the perceived objects by the ADS (i.e. reading vehicle’s sensor information), the intention (i.e. reading vehicle’s planned manoeuvres), operations of the ADS (i.e. reading vehicle’s trajectory) and other component status (e.g. vehicle profile). Reconfiguration information encompasses the recommendation of policies, manoeuvres or imposed trajectory for the ADS to adopt (i.e. affecting the configuration of ADS functions at different levels).

b) Safety Assessment Processes and Behavioural Safety Assurance. The first level of the reference architecture hosts the parallel dependable processes that enforces the different safety constraints at run-time. Each safety assessment process is allocated to the monitoring and the
assurance of a specific safety constraint. The process itself consists in a composition of functions operating either monitoring, diagnostic from identified symptoms, planning or reconfiguration to adapt how the ADS is behaving. The specifications are based on the constraint requirements and the restrictions of its operating context. For example, the minimum distance between a pedestrian and the vehicle shall be at 5 meters in urban areas at 30km/h.

c) Safety Orchestrator and Context-Dependence of Safety Assurance. The second level of adaptation is built above the first level as a macro process to reconfigure the deployed safety assessment processes upon the observed context. This reconfiguration operates according to the context, the conflicts between constraints and the available resources. For example, the minimum distance between a pedestrian and the vehicle shall be at 12 meters in urban areas at 50km/h, and 25 when the vehicle position becomes too uncertain (i.e. localization may not work correctly). This orchestration results in structural adaptation of the deployed processes to fit the actual context and ensure relevant and safe configurations.

d) Knowledge Models. The two presented levels of adaptations are designed as generic processes that operates appropriately with their operative information. In our approach, we propose to make the process agnostic. They can obtain the required knowledge from a shared knowledge base. It will be only at run-time, when deployed, that they will may only acquire the knowledge to operate. In this reference architecture, we explicitly store all required information regarding the context, the deployment rules of constraints such as context-dependence and restrictions, the configuration of the system, and process operations into models that are accessible through a shared knowledge base.

4 Reference implementation

To achieve observability, traceability and flexibility of the reconfigurable architecture, this section presents a requirement analysis for the architecture implementation motivated by the composition of existing solutions for a flexible, composable and observable architectural approach.

First, we detail how the successive adoption of the Autonomic Computing paradigm, the microservice architectural style and the knowledge representations based on semantic models may contribute to design a self-managed system with the expected attributes. Next paragraphs present the consecutive collection, composition, allocation and orchestration schemes based on the combination of those structural and behavioural concepts. In our case, the methodology consists of decomposing the safety constraints into structured and manageable safety assurance processes and their respective functions. A more detailed implementation view of the architecture is also provided to illustrate the results of the decomposition and application on safety in a MBSE tool. Finally, details how the knowledge of the self-managed system should be structured and illustrates its applications to the AV.

The system’s attributes of observability, reconfigurability, traceability and flexibility have been identified as required for our self-managed system to appropriately tackle the different challenges of AV safety. This section identifies the potential solutions to satisfy these requirements based on Autonomic Computing, microservices and semantic knowledge representation approaches.

4.1 Autonomic Computing

The Autonomic Computing paradigm proposed in [12] provides a hierarchical organization between components to perform relevant adaptations via so-called MAPE-K autonomic loops. Those loops are constituted by a chain of components providing the separated functions of Monitoring, Analysing, Planning, and Executing (MAPE) operating around a shared knowledge base. Each of the MAPE-K loops offers a specific reconfiguration that can be implemented within a discipline, i.e. coordinates the
same type of adaptation (e.g. self-configuring, self-healing, self-optimizing and self-protecting). It may also address across different disciplines as they coordinate a mixture of the self-* capabilities. The management of a MAPE-K loop by a higher-level loop is defined as autonomic orchestration. It contributes to building hierarchical decisions that are made possible thanks to the genericity and composition of the MAPE-K loops.

The Autonomic Computing paradigm is well-suited for self-managing architectures where components or resources need to be reconfigured based on the monitored environment conditions and guided by policies and goals. The adoption a hierarchical structure imposes the reconfigurability with different levels of specialized decisions that can manage other components or be managed. AC provides such decomposed structure for decisions (MAPE) and the possibility of orchestration to develop self-adaptive systems.

The design of autonomic processes based on the four MAPE functions and the knowledge base contributes to simplify the complexity by defining loops with a specific concern making it more manageable over the time and easily observable. Besides, each MAPE function’s inputs and outputs can be observed, logged and replayed if necessary.

We have seen that the four MAPE functions and the associated knowledge base compose the decision process. Consequently, the chain of commands between the components is made explicit by the respective definition of their roles, their specified I/O, their goals and policies that tune their functions, and their operations that implement a specific set of techniques, methods, and algorithms. The whole definition and structure of each function contribute to facilitating the traceability in the system during design and run-time.

In addition, the MAPE functions may not have only one operation or implementation possible. Trades off at a given time may have imposed specific definitions allowing only a certain spectrum of mechanisms to be used. However, future design may replace how the function is operated by displacing the component in the decision process. The replacement of the components of a MAPE-K loop or of the whole loop is possible as long as the functions and roles are maintained, and I/O and knowledge are appropriately updated. Having replaceable components for each function promotes maintainable and appropriate evolutions of the architecture over the time in the development iterations or during its operation with the selection of the appropriate process.

The hierarchical structure offered by the AC also complies with requirement extensions as we can add new interfaced managed resources or new MAPE loops to perform a new specific process or supervise existing ones.

The Autonomic Computing paradigm contributes to cover the structural range of our expected attributes as it specifies a structure of decision for self-adaptive systems and also contributes to the behaviour implementation, management and traceability (modelled and handled).

4.2 Microservices

The microservice architectural style [13] is applied in the IT domain to reduce coupling and break down monoliths in web-service architectures improving thus their scalability. It enforces a different approach to implement the capabilities, functions and features. Each component is designed to do only one job; “Do one thing and do it well”. This type of usage on cyber-physical systems is reflected in their structure and design enhancing the loose coupling and high cohesion of its services. Additional knowledge is necessarily required to describe how components should connect, how the capabilities and features are associated, how the microservices can be deployed (i.e. semantic of the applications requirements), the properties we want to ensure (e.g. QoS, safety) and the manner how microservices can be orchestrated (i.e. goals and policies). Microservices also claims to contribute to improve the scalability of software architectures.

The adoption of microservice architectural style appears to be an appropriate solution to ease the scaling and flexibility of the architecture of a self-adaptive system in AV with regard to the diversity of
functions involved and dynamic complex operating environment. The microservices contributes to cover the structural range of our expected attributes as it specifies the structure of intercommunication between components and allocation as microservices.

4.3 Knowledge Representation and Semantic Model

Model-Driven Engineering (MDE) have contributed to facilitate the development of architecture for complex systems including self-adaptive systems by addressing their representation problems (i.e. flexibility, scalability, and traceability) [15]. In MDE, the use of abstract models of the systems separated from the systematic implementation are not only used for documentation but also as the vector of the architecture refinement (e.g. understand, design, develop and maintain a system architecture). Therefore, Model-Driven Architecture (MDA) approach insists on the separation between the system and its implementation with the objectives to guarantee the evolutivity (i.e. being interoperable and reusable), flexibility (i.e. being portable, extendable), and traceability (i.e. containing the system specification and capabilities) of the resulting system architecture.

Ontology-Driven Architecture (ODA) promotes the use of semantic models or ontologies to represent the abstract models of the system of MDA. They contribute to define domain vocabulary, the specification and the capabilities of the represented system. Ontologies provide expression for queryable semantic relationship between the different existing concepts and instances, and provide consistency checking and validation capabilities for the model. The adoption of an ODA promotes a higher level of observability and traceability in the system architecture with machine and human-readable and queryable concepts.

In addition, the adoption of ODA in self-adaptive system contributes to represent and to make accessible knowledge necessary for the system reconfigurability [16, 17]. In our perspectives, it rigorously and consistently uses models for engineering feedback loops as it captures the adaptation mechanisms and exchanged information.

The knowledge representation with semantic models contributes to cover the structural range of our expected attributes regarding the capture of knowledge and how it can be documented and structured.

Figure 2 summarizes the step-by-step methodology followed to build our reference implementation architecture, guided by the safety analysis constraints, controlled by autonomic and ontology-driven processes loops based on composable and orchestrable microservices. Due to space limitations, in this paper we will only present the ontology-driven knowledge based allowing to guarantee the safety constraints.

![Figure 2. Process of integration of the safety constraints in the system](image-url)
5 Specification of the safety-oriented knowledge base

To clearly identify the scope for each source of knowledge required to implement a knowledge-based reference architecture, we adopt the abstraction of models proposed by Aßmann et al. [18] in the model@run.time architecture. The following paragraphs present the particular purposes of those models, and their coverage, and the identified operating knowledge in our approach.

5.1 Ontology representing the safety symptoms of the environment of the vehicle and the ADS

The ontology representing the safety symptoms of the environment of the vehicle is presented in Figure 3. This ontology considers entities such as dynamic objects (e.g. pedestrian, car, bus), static objects (e.g. stationary obstacles, traffic lights), the road geometry (e.g. lane, intersection, crosswalk), their interactions and also possible manoeuvres (e.g. crossing activity from the pedestrian. Current perceived actions (i.e. manoeuvres) of the entities and their respective interrelations are described using object properties. Additional information regarding the entities can be captured using the data properties (e.g. position, speed, heading, id, age) to integrate some relevant readings or correlations from sensor.

Instead of allocating only one manoeuvre to a road user, we propose to extend the possible cardinality of the relation. The understanding of the behaviours of the other road entity is a fundamental key for automated driving. It is a matter of considering the actions (i.e. what it is currently performing), the intentions (i.e. know what it will perform next) and the expectations (i.e. know what will be the next actions) of each respective entity. They contribute semantically enhance the scene. We see the solution for their representations as twofold.

Firstly, we satisfy the fact that manoeuvres are not all atomic, some can result from the composition of others and some are interchangeable. Such claims can be identified to a commonly occurring problem in software engineering that can be address by the Design Pattern Strategy firstly introduced by the Gang-Of-Four [27]. As a way to configure a class with one of many behaviours, it aims to lets the algorithm vary independently from clients that use it. Thus, the term Strategy in Manoeuvre Strategy refers to the application of the Design Pattern and not robotic usage. In application, the Pedestrian Strategy concept contributes to semantically identify and represent the main manoeuvres, moves or interactions the pedestrian can perform. In our scope, we consider that the pedestrian can perform Crossing, Crossing_Crosswalk, Jaywalking, Running, Standing_still, Staying_waiting and Walking.

Secondly, the identification of the perceived maneuvers are subject to uncertainties due to observability restriction raised in [28] for example. In fact, the uncertainty reflects the capacity of the observation to be false or partial. Thus, methods as Dempster–Shafer theory and Bayesian method are commonly used to perform the reasoning in an uncertain world for safety monitoring according [28]. The confidence is largely used to express a weighting on how much we are sure of a specific sampling. In order to allow more than one cardinality for road-user/manoeuvres relation, we choose to create a Strategy instance for each manoeuvre and attach the confidence of the observed result as a data property. The link between road user and possible manoeuvres are then represented by the has behaviour semantic relation. The existence of Strategy individual associated to a specific road user or the value of the confidence can be used in our framework to create symptoms of specific scenes or situations.

The idea behind this context ontology is to keep a representation of the world that is both human and machine readable. Hence, we have the possibility to store all sort of observations and results regarding the vehicle external context. However, only relevant symptoms from the monitoring (i.e. aggregations and correlations from sensor information processing and ADS information) aims to be stored within the ontology to serve as a base for inference. In fact, ontologies show limitations in processing a large amount of information (e.g. number of axioms in the T-Box, A-Box for the types, individuals, relations and equivalence rules) in a short time. Certain ontology features can also impact
the reasoner performances and might causing unexpected reasoning results according the analysis presented in [29].

![Figure 3](image.png)

**Figure 3.** Ontology representation of the environment of the vehicle with road entities

### 5.2 Ontology for the representation of the current context of the vehicle as symptoms

Context abstractions such as use cases or situations are also captured as concepts within the same ontology. They aim to offer a higher-level representation of the context to facilitate scene understanding, scene tagging and identification [19–21, 23–25]. We can envisage them as patterns that match the different parts we intend to study like the concepts introduced in [22]. Figure 4 illustrates the different forms of context abstractions we propose to capture based on the following specific representation goals and prerequisites.

A **Scene** corresponds to a snapshot of the scenery and the self-representation of the dynamic elements (i.e. it can encompass the state, intention or expectation of each of the road objects).

A **Situation** is an extended representation of the perceived scene where some information are selected (i.e. only consider relevant entities for defined driving functions and subjective restricted observation) and some are semantically enhanced (e.g. added information as relation or property) fitting with the current objectives of the ego vehicle (e.g. goals and values for realizing Yielding to pedestrian safety goal).

A **Scenario** corresponds to a sequence of scenes using Maneuvers (i.e. from actions or events) as transitions with at least an initial scene. This concept helps representing context abstractions where temporal development is needed.
A use case captures the guidance of one or several scenarios where a functional range (e.g. roadway) is specified and a desired behaviour (e.g. yield to pedestrian) are involved. This concept helps covering the definitions of use cases from ISO26262 [30].

Finally, we have included a last category for the gathering of the edge cases or threatening situations in which the system needs to perform a specific strategy or meet specific objectives.

Figure 4 Ontology representation of the use cases for situations encounter using com- position of road entities

Figure 5 shows the classes of situations covering the Pedestrian crossing the road on crosswalk use case within the black selection. The image is a screenshot of the class hierarchy of our ontology on the Protégé tool. Each displayed PEDES_XX_XX_XX axiom captures the different entities and describes the expected relations between the different road objects (e.g. EgoCar approaching crosswalk or a Pedestrian crossing the road) that are involved. For example, the highlighted PEDES_02_01_01 situation aims to detect the pedestrian’s calculated trajectory will be in the crosswalk when EgoCar is predicted to arrive to the crosswalk. An a-priori definition of the requirements to meet is described as an Equivalent To relation. Figure 5 illustrates the relation of equivalence for the PEDES_02_01_01 situation at the bottom-right panel. The abstraction aims to detect a pedestrian that may cross or have the intention to cross in the proximity of a crossroad but is currently not on the road.

Figure 5 Ontology representation of the use cases for situations encounter using com- position of road entities
Based on the descriptions of the context abstractions, the reasoner can actually perform scene identification by inferring on the provided equivalence relations and observations. The context identification fulfills the role of Monitor function in the OAM. The identified context abstraction constitutes symptoms in the OAM adaptation loop.

We also associate this ontology with run-time representation that abstract our system’s configuration and is operable by the OAM based on the SOSA/SSN ontology [26].

Other more complex contexts can be described using more extended equivalences or SWRL rules. In our approach, we only capture high-level observations and do not store raw observations or raw data to keep the ontology at a run-time manageable scale and the reasoning time efficient.

6 Conclusions and perspectives

In this article, we have presented an original architecture resulting from the extension of a real cyber-physical autonomous architecture and implemented based on a microservice-oriented and knowledge-based model-driven framework for designing autonomic and cognitive AV systems. Within this framework, we combine a set of patterns to perform two levels of adaptations and their respective knowledge. We define the different models and their use in the different functions of the autonomic adaptation. The definition of such patterns and models has been motivated by the need of traceability, flexibility and composability in AV systems. We have introduced the use of ontologies in order to implement the knowledge base of our reference architecture. Regarding performance and scalability, even in this article we have not presented the evaluation of these properties, since the architecture is potentially distributable within internal or external vehicle infrastructure, dynamic and distributed deployment of MAPE functions could considered for managing large number of processes. Likewise, in this work we have considered basic situations where some can be considered as atomic. However, a real-world scene would more result of the composition of different abstract contexts with their own attributes variations. As an example, we can consider a perceived scene as a composition of situations involving a pedestrian crossing the road and the EgoCar followed by vehicle. Future works will propose an extension to this knowledge-based implementation in order to integrate this kind of scenarios. Moreover, next works will address architecture verification as well as the evaluation of functional and non-functional requirements satisfaction.
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